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LETTER FROM THE EDITORS

Dear Readers,

‘Gut Ding braucht Weile’ (‘Good things take thaime’), according to a well-
known German-language proverb, and so we are npghia finally present
you with a bountiful bag of ‘goodies’ just in tinfer the holidays, in the form
of our Viewsdouble issue 2010! (- which, incidentally, inclade paper on
proverbs.) Once more, we are covering an expareirgy of topics, from
idiom analysis to verb formation, by way of commaetduses, linguistic
riddles, code choices, and language use in EU @sjdnd once more we are
privileged to have this array peopled by nationslveell as international
experts on these topics.

In the first article, Barbara Ebersberger takegshenquestion of whether
the memorisation of idioms has something to do witkir transparency
and/or literalness, using an innovative empiricabtt design. Gunther
Kaltenbtck follows on her heels with a cogent actoof the formal and
functional development of comment clauses likethink, applying a
Construction Grammar approach. Next, Philip Rileypts some light on the
puzzle of how to reconcile the seemingly dispamtarnations of language
as both a social and an individually subjectiverameenon, by juxtaposing
the communicative practices of recounting proveabd anecdotes. Claudio
Schekulin then reports on a field study on thegpa$t of code choice among
students in a Viennese German-English bilingualosthproviding a rich
guantitative assessment of his elicited data. D&pechtinger subsequently
takes us to the complex realm of EU-funded researgjects, outlining, from
an insider's perspective, patterns of language cehan an international
network concerned with the monitoring of food safétnd finally, Sophie ter
Schure investigates the productivity of Dutch strorerb patterns in past
tense formation, with a diachronic as well as achyonic empirical
dimension. (While her topic might seem unusual éor journal at first
glance, her study in fact replicates and directipims research on English -
and, what's more, it's of course all staying in {f¢est-Germanic) family!)

As always, we hope that you will enjoy the papeesented in thi¥iews
iIssue and find them stimulating and inspiring. Assdalways, we would love
to hear from you with any comments you may have.

And thus we segue into the new year of 2011, fedifwith good reads
for long winter evenings, wishing our readers aodtebutors all the very
best, and looking forward to a continued sharinguwfViewd

THE EDITORS
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The influence of transparency on the
memorisation of idioms

Barbara Ebersberger, Vienha

1. Introduction

This paper discusses whether and how the transpaoémndioms affects their
memorisatior. For the purpose of this discussion, idioms areinddf
broadly, as formulaic sequences whose meaningsdrérivially derivable
from the meanings of their constituents and whichréfore need to be
memorised. Transparency is likewise understood noad terms as the
relative difficulty with which the meaning of aniadnatic sequence can be
inferred from literal interpretations of its consénts? Although a lack of
transparency is understood to be a defining prgpeftall idioms in our
sense, there can obviously still be great diffeesrmmong them regarding the
relative difficulty with which the meanings of idis may be inferred from
the literal readings of their constituent sequentesther words, idioms can
be placed on a cline of transparency with idiomgnglthe speaker can easily
infer the idiomatic meaning from the constituentreg (e.g.the early bird
catches the wornfor ‘the person who gets up early to work will be
successful’) at the top, and idioms where theremse® be no obvious
synchronic relationship between literal and idiamateaning (such &s kick
the bucketto die’) at the bottom (cf. Cieslicka 2007: 39T.9p express this in
a simple manner, this paper refers to sequencesanbmmatic meanings are

* The author’s e-mail for correspondenbesbersberger@ymail.com

1 This contribution is based on the author's MA thesiiom memory & transparency” written at the
English Department of Vienna University (2009) augervised by Prof. Nikolaus Ritt.

2 Transparency, or actually its lack, i.e. semanpaadity is one of the three defining features obins
proposed by Fernando (1996), who states that “tse@ning of an idiom is not the sum of its constitaén
(Fernando 1996: 3). The other defining properteptoposes are compositeness, i.e. the fact tioahsd
consist of more than one word while referring tanfied bundle of concepts, and institutionalisatioe.
the fact that idioms are taken over into the gdnienawledge of a speech community (cf. Fernando
1996:3). The features crucial for this paper amamositeness and semantic opacity.
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relatively easy to infer as (relatively) transpayevhile sequences for which
this is relatively difficult are called (relativglppaque.

Regarding possible correlations between the traagpg of an idiom and
the ease with which it gets memorised, there semrbet two apparently
contradictory possibilities, which both have a agra priori plausibility. On
the one hand, the greater transparency of an iddlagnmake it easier to learn
and remember it simply because the relation betwedmeral reading and its
idiomatic meaning is more obvious. On the otherdhdrowever, the very
transparency of the idiom may decrease the negessiimemorising it,
thereby causing speakers to memorise it less wepractise than highly
opague idioms.

In order to find out which of the two alternativessibilities actually
applies, an experiment testing idiom memorisaticas vdesigned. In that
experiment students at the English Department oénWa University
(advanced learners of English as well as nativalsgrs) were presented with
a number of idioms that were newly coined for th&ppset and that
contained both relatively transparent and relagivepaque idioms. An
example of an idiom assumed to be relatively trarmmt wasto be an
Ignorant Lindsay‘to focus only on one’s own needs and wishes gnare
the consequences for other people’, an example refatively opaque one
wasto carry one’s head roundo be very prudish’. The test subjects were
first given the idioms, told their meanings and vided with illustrative
example sentences. Then they were asked to tryeandmber the idioms.
Finally, in a second experimental session, the esttsd were given three
different vocabulary tests in order to determines thesults of the
memorisation process.

Although it was originally planned to treat transgpey as a kind of
global property of which idioms could simply havem or less, it became
obvious during a pilot study that this simplificatimight lump together types
of inferability which can and ought to be distingfued. In that pilot study,
subjects were not only tested for memorisation,dulditionally asked to rate
the transparency of the idioms. Their ratings satggkthat they applied two
clearly distinct strategies of inferring idiomatizeanings, reflecting distinct

3 An interesting issue which surfaces with theseetations is how the idiom results relate to the
results for formulaic sequences. Formulaic sequespan a wider range of expressions which
do not require holistic storage, but also includierns as a special case. Idioms also display a
greater degree of fixedness than most formulaioessces (Wray 2002: 4-56).

4 Obviously, actually existing idioms could not beed, because subjects might know them
already.
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ways in which idiomatic meaning can be transparéhey could be called

metaphorical transparency and literalness. Metaphlaransparency seemed
to be relevant when idiomatic meanings could bernefd through the transfer
of literal readings into a metaphorical target doméor which transfer either

one or more of the idioms’ constituent words serasctlues. Literalness, on
the other hand, was relevant when the literal nmepaf one of the constituent
words represented a crucial clue to inferring ttiematic meaning of the

whole sequence, so that once this link was idewkifit was easy to arrive at
the idiomatic meaning as a whole. To reflect th&iwlction, it was decided

that in the actual study the impact of the two §ypétransparency would be
assessed separately.

In the main experiment itself, then, three differests were administered
to three different groups of subjects in order &sess the impact of
transparency on three different aspects of idiormoresation: participants in
group 1 were asked to write down all idioms whicbyt remembered without
being given any kind of stimulus. The results a$ tyroup were taken to give
information about memorisation in the fullest senf¢éhe word. Participants
in group 2 were given the meanings of the idiomsl avere asked to
reproduce the matching constituent sequences. Tiessd#ts were taken to
indicate whether transparent idioms are indeed é¢asgierive from their
meaning. Group 3 received the reversed task. Thene wiven the list of
idiomatic sequences and were asked to reprodude theanings. Their
results were assumed to show whether the meanirigengparent idioms can
be more easily derived than those of opaque omesthler words, group 1
was the only group which was supposed to actuaigpahstrate the influence
of (the two kinds) of transparency on idiom mematin. On the assumption
that the meanings of transparent idioms are in@éasg to infer group 3 was
expected to display high results for transparemnd, and the same holds
true for group 2, although to a lesser extent, beeahe trained sequences
may represent relatively plausible representatiohsthe meanings they
express but are certainly not the only ones, sortfemorisation will have to
play some role in achieving good results in growgs 2vell.

So much for the general design of the experimemé. Aypotheses it was
intended to test were the following: (a) Metaphaltictransparent idioms will
be memorised better because they are ‘motivated’ ntgtaphors or
metaphorical senses of the constituent words ankle mse of “existing
patterns” (Lakoff 1987: 438) of meaning which amown by the speech
community. (b) Likewise, idioms with meanings tlaaé easy to derive from
their literal readings will be remembered bettecehese literal meanings of
constituent words generally are highly activated ihom processing
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(Cieslicka 2007: 40-51). It was decided to considee hypotheses as
falsified, if group 1 were to show low results fmansparent idioms, i.e. if
transparency were to correlate negatively with ndionemorisation. We
would then conclude that transparent idioms may tai be learnt and
memorised because when they are recognised, theaning is inferred
online from their constituent words.

It needs to be pointed out that the central hymshevhich our
experiment is designed to test is inspired by jevistudies on formulaic
sequences. Thus, Schmitt & Carter (2004) descdimmis as “semantically
opaque formulaic sequences” (2004: 4) and hypatbeghat opaque
sequences are learned differently from transpa®uiences such agen and
women(Schmitt & Carter 2004: 4-6). In an experimenthi®dt, Grandage &
Adolphs (2004) found out that learning performanaes indeed significantly
better and more constant when the sequences tedbet lwere transparent
(2004: 141-143). The difference between their stadgl the one presented
here is that they focused on the difference betwadly transparent
sequences on the one hand, and non-transparentsidia the other, while
this study attempts to find out whether varyingréeg of opaqueness are also
reflected in varying success rates when it comaédidon memorisation.

2. The experimental set-up

As pointed out above, the main goal of the expanimeas to find out if and
how transparency influences the memorisation obndi, and for this
purpose, 20 English pseudo-idioms were invente@. Mieanings chosen for
them were taken from a set of different semantieasrwith which the
participants were assumed to be familiar. At themesdime, a systematic
distribution of idioms over different semantic aseaas considered to be
necessary since it was assumed that the meaniag idfom may itself affect
the ease with which it is remembered. Thereforés tactor had to be
controlled because otherwise the impact of semamight have masked the
impact of transparency on idiom memorisation. Toade to recover the
impact of transparency despite the influence mepmight exert, different
semantic areas were defined, and for each areatransparent and one
opaque idiom were coined. Two semantic areas, na®@elOPPING and
SEXUALITY were assumed to be particularly saliemthe minds of our test
subjects for cultural and biological reasons resypely. For both of them, an
additional idiom was coined that contained a nomoed and made the idiom
particularly difficult to remember. This was dometést whether the influence
of semantics was so great that it would outweighdbmbined influence of
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many factors assumed to impede the successful neation of idiomatic
expressions. It has to be admitted at this poiat the ‘semantic areas’ we
defined for the experiment were not systematicdéyived from theoretical
considerations. The idea was simply to arrive &staof idiom pairs whose
members (one of them transparent and the otheropague) were not too
dissimilar in terms of meaning and semantic domdihus we defined
SHOPPING, PERSONALITY, STUDYING, SEXUALITY, CHEATIS,
BAD CONSEQUENCES and PRIVACY INVASION as semantmnthins.
Additionally, we included two subclasses, which i{abelled IRONY and
COLOURS. These terms do not refer to semantic desnadhut denote a
particular relationship between literal and idiomaheanings in the case of
IRONY, and in the case COLOURS the label simply msetihat one of the
constituents of the idioms was a word denotinglawo

The twenty idioms used in the experiment were ttiewing:

BAD CONSEQUENCES:
to drown the orchidto do too much of a good thing so that it turmg bad’
to hide from the kettledrufto run away from bad consequences’
CHEATING:
to be bitten by the snaki® be caught cheating’
to fondle the splinter$o cheat’
COLOURS:
the yellow spot on the pictuftae bright side of something’
to stick the green ribbon onto the bdtikbe the first to congratulate’
IRONY:
to have fire in one’s soulo be a rather boring person’
as cozy as a kerchiafncomfortable’
PERSONALITY:
to carry one’s head rountio be very prudish’
to be an Ignorant Lindsayo focus only on one’s own needs and wishes gndre
the consequences for other people’
PRIVACY INVASION:
to peel peaches with a butcher’'s knife ask very unfitting, direct and indiscrete
guestions’

to saddle somebody’s zebita dig into somebody’s past’
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SEXUALITY:
to get an Ylang-Ylang ruto get an erotic massage’
to open the cardamom po start sexual relations, make sexual advances’
to ming the bingto have sexual intercourse’
SHOPPING:
to set the plastic on firko shop excessively’
to eat the lily'to make a bad deal when shopping, to pay too much
to spleeve itto buy something on credit’
STUDYING:
to stack book&o get an amount of work that is unmanageable’

to upper-cut Ulysse'so start studying a difficult subject in a vergtérminate way’

In order to rule out the possibility that subjeatsuld easily remember all
idioms, or would not be able to remember any onthein, a pilot study was
conducted with six advanced students of Englismfam MA/PhD seminar at
the Department of English/ Vienna University. Aeteame time, the pilot
study was used to check the transparency ratirghtid been assigned to the
idioms on deductive grounds (albeit somewhat ineiy). Therefore, the
students were explicitly asked at the end of theearment how easy it was
for them to infer the meanings of the idioms frdmeit literal interpretations,
I.e. they were asked to rate the idioms’ transpgarem a scale of numbers.
Possible ratings were 1 (very transparent), 2, iy & (intransparen®.
Interestingly, for some idioms the returned tramspay ratings were highly
inhomogeneous, and this made us realise that stideplied different
criteria for assessing transparency correspondingthte strategies of
recovering idiom meaning through metaphorical tpamency or from the
literal reading of a single constituent. Therefitnwas decided to separate the
two types in our assessment of idiomatic transmarenhis was essentially
done through evaluating the returned transpareratings and looking
particularly at those where the respondents seetnedisagree among
themselves.

5 3 was left out in order to avoid an option thattipgpants could have chosen when they felt theyewet
really sure, thereby producing rather un-illumingtresponses.

6 Unfortunately, this had the unwelcome side effaat the numbers of transparent and intranspar@armgl
per semantic category could not be kept even igaks, but time constraints made it impossibigoto
back to the drawing board, so that the experimadtth proceed on the basis of idioms that weredest
in the pilot.
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3. Metaphorical transparency vs. literalness

The decision to distinguish between what we cake tmetaphorical
transparency of an idiom and its literalness isedasn the following
considerations. In our understanding, metaphotrealsparency applies to an
idiom which becomes transparent if a speaker hésatbor understood the
metaphoricity of some part of all of the idiomagxpression and realises what
it stands for. A good example from the idioms feaduin the experiment
would beto get an Ylang-Ylang ruto get an erotic massage’. A soon as it is
realised that ‘Ylang-Ylang’ stands for somethingotec’, it is fairly easy to
infer the idiomatic meaning and the idiom becomemdparent. Other
metaphorically transparent idioms involve analogiceapping of concept
relations from constituent words to conceptual tarents of the idiomatic
meaning. A good example from the experiment wo@dHhe idioma yellow
spot on the pictur&he bright side of something’.

In contrast to metaphorical transparency, litersgnendicates that the
literal meanings of the idiom’s constituent wordsome of the constituent
words represent a clue to the overall meaning efidiom. A good example
for literalness from the experiment is the iditorbe an Ignorant Lindsafto
focus only on one’s own needs and wishes and igth@eonsequences for
other people). The literal meaning of the adjecigreorantimplies the most
important part of the idiom’s meaning, namely ignowe and self-
centredness. Here, no metaphor is involved, ancefire, we consider the
idiom to be transparent on the literal and notrenrhetaphorical level.

Relating to this, the issue surfaces of how thegmies of metaphorical
transparency and literalness relate to each dtleking at the two examples,
it would seem that the two kinds of transparen&/@mplementary, i.e. that
an idiom can be transparent on either the metagdiaor the literal level, but
not on both levels. With the possible ratings 14,25, and 1 being the most
transparent and 5 the most intransparent for batégoriesthe yellow spot
on the picturehas metaphorical transparency 1 (the meaningdseah very
clear once the metaphors have been detected) tatiteralness is 5 as no
literal meaning of a constituent word is importémt the overall meaning of
the idiom.To be an Ignorant Lindsayn the other hand has a metaphorical
transparency of 5, while its literalness is 1. Cementarity of that type is
however only one possible relationship betweenlwecategories. The other
possibility that is quite apparent when lookingvatious idioms is that an
idiom can either be transparent or intransparetit végard to both kinds of
transparency: take, for exampte, get an Ylang-Ylang rufio get an erotic
massage). The metaphorical transparencioajet an Ylang-Ylang ruls 1
because it is fairly easy to infer its meaning wiieis known that ‘Ylang-
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Ylang’, an essential oil, is a metaphor for ‘eroti¢et, the literalness of the
idiom is 2 since ‘rub’ is a more informal term fanassage’. Here, we can see
that it is possible that an idiom is transparentloa metaphorical as well as
the literal level of meaning and thus generallyobgk to the very transparent
idioms (there are two possible starting pointsifderring its meaning). An
example of intransparency on both levels wouldHmeitliomto carry one’s
head round(to be very prudish). Its metaphorical transpayeisc5, since
even if it is known what the idiom refers to, tledationship between meaning
and the constituent words is still very unclear andmetaphorical mapping
seems to work. Its literalness is also 5 becauasmathe meaning cannot be
deduced from the literal meaning of any of the atment words. Therefore,
the idiom belongs to the most opaque ones as orevel, there is a
possibility to infer its meaning. Only idioms thate opaque on both levels
can be said to have, at least synchronically, novaimon, i.e. they are truly
arbitrary.

Table 1 below displays the idioms together with titesparency ratings
they received in the pilot study (category ‘tramepay’), and the
metaphorical transparency and literalness ratihgs were assigned to them
on the basis of an evaluation of the ratings:

Semanticarea | Idiom I diomatic meaning T |M |L
Shopping to set the plastic onto shop excessively 1 1 5
fire
to eat the lily to make a bad deal when shopping| ® | 5 5
pay too much
to spleeve it to buy something on credit 5 5 5
Per sonality to carry one’s head to be very prudish 5 5 5
round
to be an Ignorant to focus only on one’s own needs gantl | 5 1
Lindsay wishes and ignore the consequences
for other people
Studying to stack books to get an amount of work that | |4 | 2

unmanageable
to upper-cut Ulyssesto start studying a difficult subject in4 1 5
a very determinate way
Sexuality to get an Ylang; to get an erotic massage 2 i 2
Ylang rub
to open thg to start sexual relations, to maké 4 5
cardamom pot sexual advances
to ming the bing to have sexual intercourse 5 5 5

Cheating to be bitten by theto be caught cheating 1 1 5
shake
to fondle the to cheat 5 5 5
splinters
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Semanticarea | Idiom I diomatic meaning T |M |L
Bad to drown the orchid | to do too much of a bad thing so th& 2 5
consequences it turns out bad
to hide from thg to run away from bad consequence$ 4 2 4
kettledrum
Irony) to have fire in one’s to be a rather boring person 2 9 1
soul
as cozy as auncomfortable 4 5 1
kerchief
Privacy to peel peaches withto ask very unfitting, direct andl 1 5
invasion a butcher’s knife indiscrete questions
to saddle sb’s zebrd to dig into sb’s past 5 5 5
Colours the yellow spot on the bright side of something 2 1 5
the picture
to stick the greento be the first to congratulate 5 5 5
ribbon onto the
book

Table 1: Idioms used in the experiment; transparency: gatid, 2, 4, 5, 1 = very
transparent, 5 = opaque (intransparent); metapddoiansparency vs. literalness: is the
idiom transparent on a metaphorical level or dolitleeal meanings of the words give the
meanings away (literalness)? Metaphorical transggreatings 1 (very transparent), 2, 4,
5 (intransparent), literalness ratings 1 (greatditness), 2, 4, 5 (not literal at all).

4. Re-examining the starting hypothesis

It needs to be discussed whether and how thergjaniipothesis needs to be
adapted to take the distinction between metapHoti@msparency and
literalness into account. With regard to the formes think that metaphorical
transparency should correlate positively with idiomemorisation: these
idioms do not only entail a metaphor which “usesisting patterns” (Lakoff
1987: 438) of meaning, but also the relation to wmm knowledge of a
speech community which a metaphor entails. Thesfasithis claim can be
found in Lakoff's (1987) theory of motivation: LaKq1987: 448) proposes
that “idioms are motivated, and that the motivatioay consist of a link of
the formimage+ knowledget+ metaphors

Speakers hence associate a specific picture kngeladhich matches it.
From the combination of picture and related genlemalwledge, the speakers
are able to detect the metaphor which lies behnedfigurative meaning of
the idiom, and thus infer the idiomatic meaningisTimeory insinuates that
the pictures support understanding, as well as mesatmn of an idiom, and
the metaphors further this process. Consequertlgmiatic meanings can
therefore not be inferred from the literal meaniofshe constituent words,
but from “coherent conceptual organization[s]” (b&k1987: 381) which
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underlie the connection between constituent words$ idiomatic meaning
(Lakoff 1987: 381-438). For idioms which entail kwacal mapping of
concept structures, a similar motivation may beppsed.

As far as literalness is concerned, we also thak the more transparent
an idiom is in this regard, the easier it shouldntEmorised because of the
strong activation of literal meanings in the preweg of idioms with high
literality.” The activation of literal meanings during the mssing of idioms
with high literality serves as the basis for thedthesis on literalness. High
literality specifies the plausibility that the litd meanings of the words which
form an idiom, and not the figurative meanings, stitute the appropriate
meaning in a particular context. If this is possilibr a certain idiom, the
activation of literal meanings is stronger in L1 wagll as L2 speakers
(Cieslicka 2007: 40-51). While literalness is neaetly similar to literality, it
Is still reasonable to assume the same effect. €bprestly, a lower learning
burden which leads to higher results of transpackoims can be assumed for
idioms transparent in the dimension of literalness.

In sum, it can be argued that both kinds of trarespey should affect the
ease with which an idiom is memorised equally peosiy. This means that if
relative transparency helps idiom memorisation It the both subtypes
should equally do so. Whether this is indeed theecaas tested in the
experiment.

5. The experiment and its results

The actual experiment itself was conducted witha¢lvanced students of
English at the Department of English/ Vienna Unsigr during the Winter
Term 2008/09. Seven of the participants were napasakers of English, the
other 39 participants spoke English as a secongubge. Originally, the
results of L1 and L2 speakers should have beerysewdiseparately. After a
close investigation, they however proved to be veirpilar both in the
number of idioms memorised and the kinds of errétence, they were
analysed together. In the first session, which thagpresentation session, the
idioms as well as their definitions and exampletaseres were presented to
the participants three times in three consecutvmads. Between the rounds,
the participants were asked to apply the newly medudioms and fill out
vocabulary tests to help the memorisation procBss. is an example for the
presentation of idioms:

7 Cf. Cieslicka (2006, 2007), and Titone & Connin844).
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9.to peel peaches with a butcher’s knife
= to ask very direct, unfitting and indiscrete dugss
e.g. The journalist seemed to peel peaches witltahbr’'s knife rather than to

conduct a proper interview.

The second session, which was the actual testsxgicse took place one week
after the first and distinguished three differeesttgroups: Test Group 1
received a blank sheet and was asked to write daowndiom (the sign itself,
not the idiomatic meaning) they remembered. Tesiu@®r2 was given a
vocabulary test where they were asked to enterebgective idioms for the
given meanings and for Test Group 3, the task wasersed, as they were
given the idioms and were asked to enter the réspemeanings. Of the
three groups, group 1 is the only one which offetplicit results for idiom
memorisation. Group 2 results may indicate whetin@ensparency indeed
facilitates inference of idioms from their meanin@eere, high results for
transparent and low results for intransparent idicare expected). Group 3
results demonstrates whether transparency faesitathe inference of
meanings from idioms (again, high results for tpament and low results for
intransparent idioms would be expected).

The tests adhere to the ‘trait view’' of vocabul&nowledge and thus,
vocabulary knowledge is viewed as consisting sotélythe knowledge of
discrete word items independent of the contexthicitvthey appear” (Laufer
& Goldstein 2004: 401). Even though this approasénss rather simplified
when the many other factors which also contriboterdcabulary or lexical
knowledge are taken into account, e.g. context kedge or communicative
skills, it is well applicable to the experiment:elbxperiment’'s main intent is
to find out which idioms are remembered better @nu, it focuses on what
Laufer & Goldstein call “knowledge of discrete workms” (Laufer &
Goldstein 2004: 401).

The individual results were ranked in four correstscategories:
‘correct’, ‘slightly wrong’, ‘rather wrong’ and ‘wang or no answer given’.
The category ‘correct’ was only assigned to answengch actually were
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entirely correcB For the sake of clarity, only the category ‘cortenwil be
dealt with in the following presentation and dissiaa of results.

5.1. Metaphorical transparency

100

90 4

80

0 61,7 618

60 5.2 52,9 20 aTe1
50 ' 433 4r.1 aTe 2
0 1 aTGe3

30 4

20,0

20 A

10 A

metaphorical metaphorical metaphorical metaphorical
transparency 1 transparency 2 transparency 4 transparency 5

Figure 1. Metaphorical transparency results of all threetT@soups (TGs) for the
category ‘correct’.

In both Test Groups 1 and 2, idioms with metaplabriansparency id set
the plastic on fire(to shop excessively)to upper-cut Ulyssegto start
studying a difficult subject in a very determinatay), to get an Ylang-Ylang
rub (to get an erotic massagdly be bitten by the snak@o be caught
cheating)to peel peaches with a butcher’s knffe ask very unfitting, direct
and indiscrete questiondhe yellow spot on the picturghe bright side of
something)) showed the best results, followed bgnd with metaphorical
transparency 4 t¢ stack books(to get an amount of work that is
unmanageable}o open the cardamom p@to start sexual relations, make
sexual advance8)In both groups, idioms with metaphorical transpaye2

8 This was based on the territorial function of idatio usage, which was closely investigated by &eiir
& Widdowson (2007). Idioms can be used as markens-group behaviour or group membership within
a particular group or community of speakers, angewer slight the deviance from the original dictimin
an idiom is, it nevertheless indicates that theakpeis not a member of this group. Therefore aalyea
different article, preposition or word order hashtograded as incorrect (Seidlhofer & Widdowson7200
362-363).

9 The experimental results have so far not beendésiestatistical significance. All conclusions ted
from them must therefore be considered highly terga
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(to drown the orchidto do too much of a good thing so that it turos lzad),
to hide from the kettledrurio run away from bad consequences)), attained
lower results than idioms with metaphorical tramspaies 1 and 4. This may
however be explained by the strong influence of $sleenantic area the
idiomatic meaning belongs to as both metaphoricaisparency 2 idioms
belong to the semantic area BAD CONSEQUENCES. @hes was among
those with the lowest percentage of correct repos in both Test Groups.
The metaphorical transparency 5 idiorts €at the lily(to make a bad deal
when shopping, to pay too mucky, spleeve i{to buy something on credit),
to carry one’s head roun¢to be very prudish}o be an Ignorant Lindsafto
focus only on one’s own needs and wishes and igt@eonsequences for
other people)to ming the bing(to have sexual intercoursd}p fondle the
splinters(to cheat)to have fire in one’s soljto be a rather boring persoaj
cozy as a kerchigiuncomfortable)to saddle somebody’s zebf® dig into
somebody’s past)p stick the green ribbon onto the boft& be the first to
congratulate)) show the same result in both Tesufs and are lower than
the metaphorical transparency 4 results.

The results for Test Group 3 are vastly differennf those of the other
two groups. The low results of metaphorical transpey 4 idiom meanings
may be due to the semantic areas of these idiohes:tWo idioms belong to
the areas STUDYING and SEXUALITY and although SEXURY attained
a relatively high percentage in Test Group 3, #sults for STUDYING are
the lowest in this group. Seemingly, SEXUALITY cancompensate for the
low results of STUDYING. At a first thought, it clolibe argued that just
because idioms display metaphorical transparencyth®&y need not be
intransparent generally, the might simply displagnsparency on another
level, i.e. that of literalness, and therefore, theanings for idioms with
metaphorical transparency 5 attained such a higltreWhile being a
reasonable guess, this scenario is however notdke: nearly all of the
idioms with metaphorical transparency 5 also atensparent on the level of
literalness and thus constitute the most intramsparidioms of the
experimental sample. Only the idiortes be an Ignorant Lindsaf{to focus
only on one’s own needs and wishes and ignore eéhserjuences for other
people)to have fire in one’s soito be a rather boring person) aslcozy as
a kerchief (uncomfortable) display literalness 1. The otheetaphorical
transparency 5 idioms display literalness 5. Andlevthe results for the
results for the literalnessl/ metaphorical transpey 5 idioms are high and
might contribute to the high percentage of metajghbtransparency 5, they
cannot solely be held responsible.
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Another possible explanation might be that the sgimareas which were
particularly strong in this Test Group had a coesathle influence on the
retention of metaphorical transparency 5 idiom negs It turns out,
however, that as idiom meanings are concernedséngantic areas of the
concept an idiom refers to did not exert as st@mgfluence on the retention
as when solely idioms themselves are concernedoiilyearea which seemed
to exert a strong influence was the area IRONY Whsatrictly speaking, is
not a semantic area but rather a rhetorical deincevhich the intended
meaning is the contrary of what is actually samtidentally, the IRONY
idioms are also two of the idioms with metaphoritansparency 5 and
literalness 1t have fire in one’s sowdndas cozy as a kerchjefAs with
literalness, while IRONY may exert an influence the retention or the
reproduction of idiomatic meanings, its impact ist ras far-reaching to
explain the high results of the metaphorical transpcy 5 idiom meanings.

Returning to the hypothesis that metaphoricallpgparent idioms should
be memorised better than metaphorically intranspacioms because they
display a connection between literal and idiomatganing which consists of
a metaphor and the corresponding common knowleldgko{f 1987 terms
this ‘motivation’) or where conceptual structure® anapped analogically
from literal onto figurative meaning, it can bedsdhnat the results of Test
Groups 1 seem to support the hypothesis. In thosiggrthere is a steady
decline from metaphorical transparency 1 to metdapaltransparency 4 and
also 5 and as this is the only group which givearcindications about idiom
memorisation, the results are noteworthy. This me#rat the variable
metaphorical transparency actually does seem taeinée the retention of
idioms. And despite the effect of metaphorical $fzarency, the low results of
metaphorical transparency 2 idioms seem to be dabgethe effect of
semantic areas which in some cases appears tarbarpover metaphorical
transparency. The results of Test Group 2 (herertb@nings were given and
the idioms were wanted) seem to support the hygah@&he higher results
for all categories except for metaphorical transpay 5 also indicate what
has been assumed earlier: greater metaphoricabpmeancy seems to
facilitate inference of idioms from their meaning3nly for metaphorical
transparency 5, i.e. utterly intransparent idiogigen meanings do not seem
to exert any influence. This was also implied earliAs far as idiom
meanings are concerned, is seems that the varraiEphorical transparency
does not greatly influence their retention. Themrefathe hypothesis that
metaphorical transparency also influences the tieteof idiom meanings in
the way that meanings of metaphorically transpai@ioms are memorised
better than metaphorically intransparent meaniegss to be rejected by the
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Test Group 3 results. Moreover, the facilitation thee inference of meanings
from idioms which was insinuated earlier and woliée resulted in higher
percentages for transparent meanings seems unlikely

5.2. Literalness
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Figure 2: Literalness results of all three Test Groups (TiGs}he category ‘correct’.

In Test Groups 1 and 3, idioms or meanings of idiomth literalness 1
attained higher results than idioms or idiom megsiof all other degrees of
literalness. Idioms with literalness 1 d@oebe an Ignorant Lindsafto focus
only on one’s own needs and wishes and ignore ehserjuences for other
people).to have fire in one’s soyto be a rather boring person), aaslcozy
as a kerchief(uncomfortable). In both of these groups, the Itestor
literalness 2 are lower than for literalness 1 agdin fall to literalness 4.
Literalness 5 idioms or idiom meanings again attalmgher percentage than
literalness 4 in both groups. The literalness @nts areo stack booksgto get
an amount of work that is unmanageable) smdet an Ylang-Ylang rufio
get an erotic massage), and the literalness 4 idorno hide from the
kettledrum(to run away from bad consequences). All otheond display
literalness 5. The pattern of the Test Group 2ltesliffers: literalness 2 has
the highest results, followed by literalness Frétness 4 and literalness 5.

In Test Group 1, literalness 5 idioms only attaint®% less than
literalness 2 idioms, so the difference is slighhe low result of the
literalness 4 idiom can be explained by its sencandirea BAD
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CONSEQUENCES which was one of the areas with theest results in
group 1. This means that even though literalnesdtdined a considerably
higher result than the other literalness categpties difference between the
other categories shall not be over-interpretedTést Group 2, the high
literalness 2 results can be explained by the seoareas of the two idioms,
l.e. STUDYING and SEXUALITY. Both of these areas revgparticularly
strong in Test Group 2. Yet, the difference betwi@enalness 1 and 2 is still
remarkable, especially since the test design puextlia bias towards idioms
which are transparent on the level of literaln®ésvertheless, it shall not be
over-interpreted as the difference in transpardsetyveen literalness 1 and 2
IS not that great.

In Test Group 3, the high results of literalnesseeém to somewhat go
along with the results for metaphorical transpayemwbere the idioms with
transparency 5 attained the same result as tramspaf idioms. Here, there
is still a difference between literalness 1 andu,the literalness 5 results are
considerably higher than the results for literatn@sand 4. One possible
interpretation of these results is that the higmber of literalness 5 idioms,
which stems from the fact that literalness is oalgecondary category to
general transparency, and the prominent semangasaof their meanings
seemingly reinforce themselves. This effect thead$eto the high result.
While this explanation sounds reasonable, it istodie forgotten that, as we
have seen in connection to transparency and mataphtransparency, as
meanings are concerned, the least transparenoceggre not those with the
lowest results and intransparent meanings are ré@en quite well.
Another possible observation is that as with gdrteaasparency, the bias of
the test design towards transparency on the levigkeoalness does not have
as strong an effect on idiom meanings as on ididrast Group 2).

If the seemingly immense effect of semantic areas idiom
memorisation, which is especially visible in Tesb@ 2, is also considered,
then it can be said that literalness 1 idioms dond meanings were
remembered best in all 3 groups. As with metaphbricansparency, the
results of Test Group 1 which received no stimullsatsoever are most
substantial for idiom memorisation. Therefore, rataneanings actually seem
to be activated in idiom processing and retentidnidooms which are
transparent on the level of literalness may indeedacilitated. Hence, the
results seem to support the hypothesis that idimamsparent on the level of
literalness are memorised better. The Test Growgsalts seemingly do not
display the aforementioned facilitated inferencetrahsparent idioms from
given meanings as literalness 2 idioms have higésrits. However, this may
be explicable by the semantic areas and if litesdn2 is left aside, the
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decline of percentages from literalness 1 to 5 tgoiowards the supposed
ease greater literalness might cause. The resmltsdiom meanings also
support the hypothesis. Attention has neverthetedse paid to the role of
semantic areas in idiom memorisation, and alsshauld not be neglected
that idiom meanings which are utterly intranspamanthe level of literalness
also attained comparatively high results and seebetremembered well too.
Therefore, the hypothesis seems to apply more @ioto idioms than
idiomatic meanings. Furthermore, the effect of tgedliteralness that
meanings are more easily inferable than with idiantsansparent on this
dimension seems to apply only to a limited extdr@cause literalness 5
results are also very high.

6. Summary

This paper has presented the results of an expetriomethe memorisation of
idioms, which was conducted to gain an insight itite role transparency
plays in memorisation. The two tested variables ewanetaphorical
transparency and literalness. Even though thetisstal significance remains
to be checked, the results seem at least to be atdyigp with the
interpretation that transparency correlates paditiwith the memorisation of
idioms: metaphorically transparent idioms and idotnansparent on the
dimension of literalness were remembered bettgodticipants than idioms
intransparent in both categories. Thus, the redoltsthe two dimensions
metaphorical transparency and literalness seenmuppast hypotheses and
findings in current literature on the subject, sadh for instance, Schmitt,
Grandage & Adolphs’ (2004: 141-143) who report paraoutcomes for
formulaic sequences in general. The higher redaftsransparent idioms in
both dimensions also demonstrate that while thieente of semantic areas
on idiom memorisation seems strong, it is not songt that it masks the
influence of transparency completely. Neverthelessie research about the
interaction of transparency with semantic areasahdr potentially relevant
factors is clearly needed in order to determine ttble it plays in the
memorisation of idioms more precisely.
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Comment clauses as constructions

Gunther Kaltenbock, Vienha

1. Introduction

This paper discusses the formal and functional Idpweent of comment
clauses and how it can be accounted for by a Qatgin Grammar approach
which identifies their analogic links to other cbmstions in a larger
taxonomic network. Comment clauses, or more priciseain clause-like’
comment clauses (Quirk et al. 1985: 1112), araantsts such aksthink, |
suppose, | guesswhich are typically used to provide some epistemi
qualification of a proposition in the host (or anchclause. They have also
been referred to as parenthetical verbs (Urmso2)198duced parenthetical
clauses (Schneider 2007), epistemic/evidentialpiheticals (Brinton 2008:
220), and complement-taking predicates (Thomps@2R0As illustrated by
the examples in (1) — (3), comment clauses canraoaaitial, medial or final
position. In clause-initial position they may takéhat-complementizer and
can therefore be analysed as matrix clauses, glkhtheir syntactic status is
far from clear (cf. Kaltenbock 2009b, 2009c). Fumaally, initial comment
clauses have been shown to have secondary steduis Inon-initial position
(e.g. Thompson 2002, Karkkainen 2003).

(1) Uhm <,>I think | was <,,> probably possessive and jealous of rothar
<A15/ICE-GB:S1A-072 #0053%

(2) Uhm <,> the other thing Isguess <,,> to ask whether you've also considered the
sort of occupational psychology areas <,> as veetha clinical
<A08/ICE-GB:S1A-035 #0144>

(3) It was that sort of time of the year | suppe82/LLC:S-02-10 #1006>

* The author’s e-mail for correspondenganther.kaltenboeck@univie.ac.at

1 <,> indicates a short pause, <,,> a long pause.
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In recent years comment clauses have received sidewable amount of
attention from various research angles, such asiwgadicalization theory
(e.g. Thompson & Mulac 1991, Brinton 1996, 200&ugott 1995a, Fischer
2007, Van Bogaert 2006, 2009, Boye & Harder 20@ry various historical
perspectives (e.g. Palander-Collin 1999, Bromhd#ibP, descriptive corpus
linguistics (e.g. Stenstrom 1995, Mindt 2003, Kea2007), functional—
pragmatic perspectives (e.g. Aijmer 1997, Hyland 989 Simon-
Vandenbergen 2000, Ziv 2002, Thompson 2002, Kangi2003, 2007,
2010, Scheibman 2001, Kaltenbtck 2010), Relevahesarly (e.g. Blakemore
1990/1991, Rouchota 1998, Ifantidou 2001), prosodicalysis (e.g.
Wichmann 2001, Kaltenbéck 2008, Dehé & Wichmann @0language
acquisition (Diessel & Tomasello 2001), or from altaeral perspective
(Wierzbicka 2006).

What makes them interesting as a linguistic categotheir ambivalent
character, which stems from a discrepancy betwesagel and structure:
structurally they represent clauses, but functigndiey are like disjunct
adverbials conveying secondary information. Thisleberminacy can be
attributed to the ongoing process of grammaticabmnahey are subject to (cf.
Section 2). As grammaticalizing elements they areai state of latent
instability and particularly susceptible to changéis is evidenced, for
instance, by the adoption of new pragmatic funstida.g. Aijmer 1997,
Karkkainen 2003, 2007, Kaltenb6ck 2008, 2010, Vagdert 2006), which
signal a shift away from their use as markers adtemic stance to general
pragmatic markers. Comment clauses have also daaned to undergo a
process of expansion from their prototypical ‘fipgrson form’ (e.gl think)
to variant forms such aswould think, I'm thinking(Van Bogaert 2011).
Moreover, as markers of epistimicity, comment ofsusappear to be
particularly susceptible to culture-specific changs has been argued by
Wierzbicka (2006: 207), who suggests that theafssomment clauses in the
first half of the eighteenth century reflects a gyah shift in ‘habits of mind’,
brought about by the rise of empiricism, which faroa type of discourse
that casts doubt on beliefs and opinions.

Although the overall development of comment claugssn well with a
grammaticalization perspective, there are someiffest notably the use of the
thatcomplementizer, that cannot easily be accountedTioe present paper
tries to show how a Construction Grammar approadtich considers the
taxonomic links of comment clauses to other, relatenstructions, can take
care of this problem and provide an explanatiorthierformal and functional
development of comment clauses.
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The paper is structured in the following way. Satti2 provides an
overview of the presumed historical development coinment clauses.
Section 3 briefly discusses ongoing change of thestnfrequent and
prototypical of all comment clauselsthink, with reference to corpus data
derived from the Diachronic Corpus of Present-Day Spoken English
(DCPSE). Section 4 gives a general introductiorCamstruction Grammar
pointing out the advantages of this approach fa& $tudy of comment
clauses. Section 5 sketches out such a constrattoadel, and Section 6
shows how it can account for formal and functionabnge of comment
clauses as outlined in Sections 2 and 3. Sectiofindlly, offers a brief
conclusion.

2. A brief history of comment clauses

Various syntactic pathways of development, invajvdifferent processes of
change, have been proposed for epistemic commamses. The difficulty in
tracing their trajectory through time lies, not ypectedly, in the scarcity of
data from older periods of English and the unabdity of authentic spoken
data, i.e. the mode preferred by comment clausesoimpensate for this, one
approach is to project backwards from synchromdifigs, as has been done
by Thompson & Mulac (1991). In their influentialugly of the present-day
epistemic parentheticalghink andl guessthey propose a cline from a matrix
clause with athatcomplementizer, to omission dhat, and finally to a
parenthetical disjunct in non-initial position. §hi process of
grammaticalization thus results in a reversal efratrix clause/complement
clause structure with the original matrix claug@ink being reanalysed as a
“unitary epistemic phrase” and the original compdetn clause being
reanalysed as the matrix clause (cf. also Traut@®5b: 38-39). Although
intuitively appealing, this “matrix clause hypotiegBrinton 2008: 246) has
been shown to be in conflict with actual historidata. According to Brinton
(1996: 239-254), diachronic evidence suggests finsttperson epistemic
comment clauses such lagink, | guess, | suppos®iginated not in a matrix
clause but an adjoined adverbial/relative structifréhe typeas | think A
similar view is expressed by Fischer (2007a: 304;32007b: 106), who
agrees with Gorrell's (1895) assumption that thegyrhave started out as
independent clauses. In contrast to Brinton, howesgbe identifies the
anaphoric connective element as an adverbial défreen a demonstrative.
While historical evidence thus suggests a developmiEom an
independent clause, this view fails to accounttf@ occasional use of the
thatcomplementizer with initial comment clauses (asexample 1). In



24 VIEWS

Thompson & Mulac’s hypothesis the usetlodt is explained by the original
matrix clause status of comment clauses, witlatomission being a
concomitant of their reanalysis as epistemic fragseThe four stages
proposed by Brinton (1996: 252), however, leavenoiie question of how
thethat complementizer came to be ‘inserted’. Althoughouas studies have
reported a steady increase of zero over time, waime fluctuation, (e.g.
Rissanen 1991, Finegan & Biber 1995, Palander4«Ca®i99, Suarez Gomez
2000, Tagliamonte & Smith 2005, Torres Cacoullo®\V&lker 2009) that is
already attested in the earliest texts (Rissan®1)19he question of how to
account for the use dhat with initial comment clauses will be addressed in
Section 6.

As noted in the introduction, the process involuedhe development of
epistemic comment clauses is generally thought te obne of
grammaticalizatioR. Various studies, both synchronic and diachroniaeha
shown that they undergo many of the changes -claistat of
grammaticalization (e.g. Karkkainen 2003, Van Baga2009, 2011,
Thompson & Mulac 1991, Palander-Collin 1999, Brmi& Traugott 2005,
Brinton 1996, 2008, Boye & Harder 2007, TraugotB3#®, Lépez Couso
1996, Kaltenbdck 2008). These changes include “s@mableaching”
(Traugott 1982) or “desemanticization” (Heine, Cla& Hinnemeyer 1991),
I.e. loss of the original concrete meaning, “pragionstrengthening” (Traugott
1988), i.e. the acquisition of discourse/pragmaifictions, “subjectification”,
I.e. increased subjectivity (Traugott 1988, 19988:39), positional mobility,
and possible “phonological attrition” (Lehmann 199As noted by Brinton
(2008: 242) comment clauses also conform to Hopp@©91) principles of
grammaticalization, viz. layering, divergence, splexation,
decategorialization (cf. also Van Bogaert 2011).ev¢hcomment clauses
seem to diverge from prototypical grammaticalizati® with regard to some
of Lehmann’s (1995) parameters, notably condensafie. reduction in
scope) and fixation (i.e. loss of syntactic valighi These parameters,
however, have been challenged as necessary featigggmmaticalization
(e.g. Tabor & Traugott 1998, Fischer 2007a, BrirR008: 244-245 on scope;
Van Bogaert 2011 on lack of internal fixation).

In terms of their semantic development, it has beeted that comment
clauses follow a path which involves the reductimin semantic content
(bleaching) while adopting more pragmatic meaningsragmatic

2 A different view is expressed by Fischer (2007at)3ivho sees parentheticals like¢hink as formulaic
tokens undergoing lexicalization. Similarly, WiscH2000: 363) argues for lexicalization in the case
methinks
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strengthening}. This semantic-pragmatic cline has been descriteda a
unidirectional development from propositional tqpeessive or interpersonal
meaning (Traugott 1982) and has subsequently biedorated into a more
complex concept of unidirectional change which udels the following
tendencies: from truth-conditional to non-truth-dional, from conceptual
to procedural, from non-subjective to subjectivd artersubjective (Traugott
& Dasher 2002). Given their increasingly pragmditicction it is not really
surprising that comment clauses have also beenridedcas cases of
pragmaticalization rather than grammaticalizatiBnnfan & Kotsinas 1993,
Aijmer 1997, Erman 2001). In a comprehensive dg@ini of grammar,
however, which includes pragmatic meaning, comnudgises can still be
appropriately described in terms of grammaticalmat(cf. Brinton &
Traugott 2005: 139).

3. Current change

This section briefly summarises findings from recstudies forl think, the
most frequent and grammaticalized of all commeatsés, and complements
these with corpus data from tlim@achronic Corpus of Present Day Spoken
English (DCPSE) (cf. Tables A1 and A2 in the Appendix). BEE consists
of two parallel subcorpora with data from thendon Lund CorpugLLC),
compiled from the late 1960s to the early 1980s] &om the British
component of thénternational Corpus of EnglisiCE-GB), complied in the
early 1990s (cf. www.ucl.ac.uk/English-usage/prg&tcpse/index.htm). It
thus covers a period of roughly 30 years, compygisiriotal of 885,436 words
of spoken language.

There are two main observations that can be madetaihe recent
development of think, which may appear to be in conflict with each othe
On the one hand, there are signs of increasing meditalization and
semantic bleaching afthink, while at the same time tlleat-complementizer
shows no reduction in number and continues to led wath clause-initial
think on a low but fairly constant level. This is somewisarprising, as
complementizer omission is generally seen as acayptoncomitant of
grammaticalization (e.g. Thompson & Mulac 1991)pdssible explanation
for this seeming discrepancy will be discussedenti®n 6. But first, let me
briefly look at these two observations in turn.

3 According to a recent study this reduction in prEiponal content may have started rather late. The
findings by Bromhead (2006: 178) suggest that enltéth and 17th century | think did “not have tleeyw
uncertain sounding meaning which [it] can haverespnt-day English”.
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Various studies have shown thahink shows signs of further erosion of
its original semantic meaning and is increasinghgdinot so much as an
epistemic qualifier of a host clause propositiamjicating lack of speaker
commitment, but as a more general pragmatic mawkérimportant textual
(structural) and interactional function (e.g. Min2B03, Karkkainen 2003,
2010, Van Bogaert 2006, Kaltenb6ck 2008). Its takfunction consists in
acting as a stalling or filler device, which prosgdtime for online planning,
or in acting as a thematic structuring device usedliscourse linking (cf. Ziv
2002, Kaltenbock 2010). Its interactional functioncludes a variety of
functions, such as marking boundaries, introdu@ndifferent perspective,
and has been discussed in detail by Karkkainen3(2005-182), who notes
that “[ijln a majority of casesl think simply performs some routine
(organizational) task in interaction, without coyiwvey either clear uncertainty
or certainty, or serving to soften or reassure” rkainen 2003: 172).
Essentially, the changé think is undergoing is one of becoming less
conceptual and more procedural in meaning (cf. &ladre 1990/1991,
2002).

This process of further grammaticalization is ewckxl also by the corpus
data from DCPSE (cf. Tables A1 and A2 in the Appendrhere are three
major parameters that are indicative of such aldpweent:

() A weakening of the link to the host construatioas attested by an
increase in phrasal uses such as (4), whéhink has scope not over a
clausal but a phrasal constituent and may adopéva @approximative
function (cf. Kaltenb6ck 2008, 2009a, 2010, Karkign 2003, 2010, Van
Bogaert 2006). The corpus shows a significantafsgich phrasal uses in
absolute terms (Table Al) and a slight rise intnetaterms (Table A2).

(4) Well of course the two hundred and flfty poumdsich the LAbour gOvernment
insisted on <,> in | think nineteen sixty-sIx skdven sixty-sEven
<l01/LLC:S-11-02 #0071>

(i) A decrease of clause-final usesldahink (in absolute and relative terms;
cf. Tables A1 and A2 respectively), which is moreotptypically
associated with expressing an epistemic qualiboatafterthought) of the
host construction for mitigation purposes than tteer positions (cf.
Conrad & Biber 2000: 72). Final position not onlgpresents the
prototypical position for a comment (‘first you eergs a state of affairs,
then you comment on it’; cf. Posner 1973), butfasus position’ it also
tends to foreground the epistemic (rather thanntioee fully bleached)
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meaning ofl think, i.e. downtoning the previous statement. Compfare,
instance, example (5).

(5) Yes <,>butit Also is a VEry good nOvel <,,think <,,>
<A01/LLC:S-03-01 #0712>

(i) Co-occurrence facts suggest increased usketloihk as a filling device.
An analysis of the occurrence of the discourse sradctually, well, you
know, | mean, like, oilmmediately preceding or following think in
DCPSE shows a slight increase from 22.33 perc&®/{B0 instances) in
LLC to 26.17 percent (129/493 instances) in ICE-@Bthe same time
the number of short and long pauses immediatelgrbedr afterl think
has dramatically decreased from 51.1 percent (3D)/i 20.69 percent
(102/493¢% These figures lend support to a view of further
grammaticalization of think in so far as increased co-occurrence with
other fillers suggests a similar function fothink. As a filling (stalling)
device | think helps the speaker with online planning by bridging
hesitation phases and thereby alleviates produddifirculties, as is
reflected in the reduction of disfluency featureshsas pauses.

While these features indicate further semantic diiesy and
grammaticalization of think, the persistent use dthat with initial | think,
identified for the DCPSE data, does not seem t@@upthis assumption.
Omission of thehat-complementizer is generally seen as a sign otasing
grammaticalization of initial comment clauses. TVisw~ has been expressed,
for instance, by Thompson & Mulac (1991), who argjuat frequently used
main clauses such dsthink are being reanalysed as ‘unitary epistemic
phrases’ with the omission dfat as a strong concomitant. Similarly, Torres
Cacoullos & Walker (2009: 17) take zetbat to be “a measure of the
development of discourse formulas”. Although it deubtful whether
comment clauses such laghink actually started out in the history of English
as matrix clauses with a complementizer, as asstopddhompson & Mulac
(cf. Section 2), historical studies have noted amerall decline of the
complementizer at least from the Late Middle Enyglgeriod, with some
fluctuation and register variation (Rissanen 19Bihegan & Biber 1995,
Pallander-Collin 1999).

4 This change has tested as statistically highlyiia@mt (2 = 112.65). The percentage of hesitation sounds
(uh, uhm) immediately before or after | think hasnained stable: 17.95% (131/730) in LLC, 17.85%
(88/493) in ICE-GB.
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The DCPSE data, however, do not show any significhange in the use
of the thatcomplementizer. Table A2 in the Appendix showsuachanged
relative proportion of 6.8 percent and, although difbsolute figures in Table
Al indicate a slight fall of 5.09 percent, thisrsughly equivalent to the
decrease of the total number of comment cldudgenk. This rather stable
development can be attributed to the relativelyristime span of roughly 30
years covered by DCPSE as well as a process ofngaéical persistence, as
defined by Torres Cacoullos & Walker (2009), whiefll be discussed in
more detail from a Construction Grammar perspedtivgection &

4. The appeal of a Construction Grammar framework

The framework of Construction Grammar (e.g. Goldb£995, 2006; Croft
2001, Croft & Cruse 2004; Ostman & Fried 2005) imaseasingly been used
in the recent past to account for a range of gramaigphenomena and has
been shown to provide useful new insights for thescdption and
development of constructions (for overviews cf. &igcher & Stefanowitsch
2007; Bergs & Diewald 2008; Trousdale & Gisborndd&0 Although far
from representing a unified theory (cf. Fischer &f&nowitsch 2007: 3f,
Croft & Cruise 2004. 257), the different strands@dnstruction Grammar
share the same basic assumptions, promoting a \irarke which is
essentially cognitive, holistic (non-modular), amdage-based (Fried &
Ostman 2004: 23-24). As a usage-based model wtddlies its formalism
from actually occurring language data, ConstructBrammar is particularly
compatible with corpus-based approaches to langstagly (as discussed by
Stefanowitsch 2007) as well as with the concepteraérgent grammar (e.g.
Hopper 1987, 1988, Bybee & Hopper 2001), which sgemmmatical
structure as arising out of recurrent usage pattéot surprisingly therefore,
Construction Grammar has variously been used fer description of
language change and has recently been associatid the theory of
grammaticalization (Trousdale 2008a, 2008b; TraL@@d7, 2008a, 2008Db).

Comment clauses are particularly suited for an yaimalin terms of
Construction Grammar (as has been suggested byoBr2008: 254) for a
number of reasons.

First, the notion of constructions as “automatedtinzed chunks” (De
Smet & Cuyckens 2007: 188) that are stored hadiByicis intuitively
appealing, as it is reminiscent of Thompson & Midad991) “epistemic

5 Cf. also Kaltenbdck (2009b), which shows that the-complementizer after | think has an importéterf
function in spoken discourse, which may also actéamits relatively persistent use.
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formulaic fragments”, used for clause-initial commheclauses without
complementizer (cf. also Thompson 2002). More irtgualy, however,
constructions are taken to be symbolic form-mearpagings (e.g. Croft
2001: 18; Croft & Cruse 2004: 258; Schonefeld 200@)ere the notion of
meaning is interpreted in a wide sense as includarmgantic, pragmatic and
discourse-functional properties. As noted by Bmnt@008: 255), this is
relevant for comment clauses, “whose primary furctis pragmatic”. It is
important to remember, however, that comment cluwdso have varying
degrees of semantic content (e.g. cogitation indage ofl think), which
interacts with their pragmatic/discourse functidfalienbéck 2010). The
framework of Construction Grammar is particularsetul in that respect, as
it incorporates all forms of conventionalized meairejecting a strict
division between semantics and pragmatics (e.gdlé&oy 1995: 7).

Second, constructions are seen as interacting widwr immediate
linguistic co-text (in addition to situational cemt). As Fried & Ostman
(2004: 12) put it, “linguistic expressions reflatie effects of interaction
between constructions and the linguistic materialsch as words, which
occur in them”. This is crucial for comment claysekich are, by their very
nature, ‘relational’: as ‘comments’ they relatestmme host clause which is
being commented on. As we have seen in Sectiohe3st¢ope of comment
clauses may vary considerably and affect their camoative function.

Third, although individual constructions are indegent, they are related
to other constructions of varying degrees of coxipleand abstractness. In
other words, “constructions are organized into woekw of overlapping
patterns related through shared properties” (Rei€dstman 2004: 12). These
complex hierarchical networks involve taxonomicksrwhich relate different
constructions in terms of schematicity (e.g. Céffruse 2004: 262-4). What
this means is that individual constructs (i.e. tmcrete realisations and
empirically attested tokens of the more abstraastactions; e.g. Goldberg
1995) are hierarchically linked to (sanctioned kother more abstract
schemas, with several levels of schematicity. Altftothe number of levels is
not fixed and is best thought of as a continuumaugptt (2007: 525)
distinguishes between micro-, meso-, macro-constng, where the latter
represent the highest and most abstract schemaganelfor a particular
construction. A typical example of such a taxonofmierarchy is the one
given by Croft & Cruse (2004: 264) for the diffetarses of the verkick,
repeated in Figure 1. It illustrates how each aowiesibn, such agkick the
habit, is simply an instance of a more schematic coostmi, viz. kick OsJ]
and [TRVERB OBJ].
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CLAUSE
| SBIINTR VERB | | SBITRVERE OBJ |
M
[ SBIkickOBI | [ SBIkissOBI |
ﬂ,—‘h""‘-\-\“_\_

| SBIkick the bucket | | SBIkick the habit |

Figure 1. Example of a taxonomic network (from Croft & Ceug004: 264)

These hierarchical schematic links have particutgrortance for comment

clauses, whose formal and functional propertiesardyn be fully understood

if placed in such a larger constructional netwak (liscussed in Section 6
below).

5. A constructional account

Acknowledging the potential of a Construction Graanmapproach for
comment clauses, Brinton (2008: 255-256) brieflgtskes the development
of epistemic parentheticals from a constructionaihpof view. As a first
stage, she sees a large number of Middle Englidis\e.gtrow, leve, think,
suppose, believe, deem, gyessmbining in their present tense form with first
person subjects. These constructs, which aregstilé varied in their syntax
(e.g.l trowe, trowe |, as | trowe, so trowe I, | trowe)sare increasingly used
not with their concrete meaning (i.e. denoting rakmictions) but as mere
expressions of subjective epistemic uncertainty. annext stage, the
complementizeasis deleted, which in turn leads to an increastdquency
(entrenchment) of trowe and the emergence of a more abstract micro-
construction | trowe. Similarities with other first-person present-tens
constructions such dsve guess, deeraventually lead to the emergence of a
common meso-construction for all these similarlpdoang 1 + present tense
verb of cognition’ constructions. As a consequencether less
grammaticalized (i.e. syntactically more varied)fe are drawn into the set
and lead to the later rise of epistemic parenthkstisuch a$ assume, | find, |
gather, | presume, | suspect, | expect, | reckon.

A constructional account of comment clauses hasntgc also been
provided by Van Bogaert (2009, 2011) from a synolu@erspective. Based
on a corpus study of nine complement-taking memtadlicate phrases (elg.
think, | guess, | imaginan spoken English, she establishes different eegr
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of grammaticalization for the individual predicatesith | think being the
most grammaticalized of all. Although the notion gsmmaticalization is
typically linked to the parameter of internal fikat, Van Bogaert argues for
an extension of the paradigm of grammaticalizedtemic predicate phrases
to include variant forms such &svould imagine, I'm guessing, | thougthb
her view, tense-aspect-modality variations sucthase do not block a purely
epistemic (transparent, interpersonal) reading @ard be accounted for in a
larger constructional model which allows for dit#et levels of schematicity.
Accordingly, the most frequently used complemehkiA@ predicate phrases
have reached a high degree of schematicity an@restiment (productivity)
and, as such, sanction instantiations which deviaien the prototypical
schemal think, as the most frequent of all predicates, “servea samplate
onto which the other members of the taxonomy ardethed” (Van Bogaert
2011). More precisely, think's paradigm of variant forms paves the way for
other predicates and draws them in by a mechaniEnanalogization
(Traugott & Trousdale 2010). This development palsithe one outlined by
Brinton (2008: 256) for the second wave of episteparentheticals (e.d.
assume, | find, | gathgrwhich are ‘modelled on’ the already established
(grammaticalized) pattern of elgirowe. In Van Bogaert’s account, however,
it is the variant forms that are drawn into thedanore grammaticalized and
schematic epistemic parentheticals.

These two constructional accounts provide imporiasights into the
development and grammaticalization process of camrokuses, but still
leave a few questions open, such as the persisisat of thethat
complementizer, the ambiguous syntactic status ladfise-initial comment
clauses, and further degrees of grammaticalizatme@aching (as discussed in
Section 3). To be able to address these questtoissnecessary to place
comment clauses in a constructional network, asodsimated by Brinton and
Van Bogaert, but to cast the net somewhat wideriaaldide not only the
comment clause construction in isolation but alslated constructions of
different degrees of schematicity. The aim of #@stion is to sketch out such
a constructional network which complements the ®wisting models by
taking into account the larger picture, as it wdilge subsequent section will
look at the implications and explanatory force wéls a wider account.

As a starting point let us consider the prototypfcaction of epistemic
predicate phrases more generally. As expressiomstarfpersonal comments
they always stand in relation to a state of affhieeng commented on, the
“commentatum” (Posner 1973). Comments, in otherdaoare inherently
relational and hence relative. As pointed out byhdgen (2001: 348) “there
Is [...] no assessment without the object of ewdna As a result of its
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relational nature a speaker comment thereforelt@pdtential of being either
foregrounded (primary) or backgrounded (secondany)relation to the
commentatum. In other words, once the epistemidipage phrase, which
historically starts out as an independent lexidaugse (cf. Section 2), is
syntactically integrated (Heine & Kuteva 2007: 224dh the commentatum,
there is inherent competition for foregroundingvestn the two parts in terms
of a figure-ground gestditWhich of the two components overrides the other
in terms of communicative salience and becomesntlaen point of the
construction will depend on the communicative reguments of a particular
speech event as well as on the semantic contéhé @omment phrase.

Structural coding of a speaker comment reflects this ambivalence in
function by allowing for two essentially differestructures: syntactically
backgrounded in the form of a sentence adverbrapfagmatic marker) or
syntactically foregrounded in the form of a matffix superordinate) clauge.
Let me briefly look at these in turn:

(i) Sentence adverbials (‘stance adverbials’ Bateal. 1999: 969, ‘disjuncts’
Quirk et al. 1985) may of course take various foreugh as single adverbs
(e.g. probably), adverb phrases (e.tunnily enough prepositional phrases
(e.g.in my opinion, noun phrases (e.go doub}, finite and non-finite clauses
(e.g. | guess, as one might expect; to tell you the Jru@®f these, single
adverbs are the most frequent, especially in spd&eguage (Biber et al.
1999: 862). Adverbs are related functionally andtdrically to another
category, viz. that of pragmatic markers (emfeed, only, actually for
which adverbs represent the historical source buthich pragmatic markers
have developed either directly, via sentence admistbor via conjunctions
(e.g. Traugott 1995a, Brinton 2008: 246). Both sec¢ adverbials and
pragmatic markers are not only similar functionalig their wide-scope
evaluation (of a proposition or upcoming text respely), but also in their

6 A similar view has been expressed by Nuyts (20@2ff], who sees epistemic modal expressions as a
‘battleground’ where two conflicting functional fogs are at work: an information structural forcd an
iconic (or conceptual-semantic) force. From thespective of iconicity the status of the epistemic
evaluation is that of an operator (i.e. a metaespntational element) over a state of affairs, whic
suggests main clause status for the epistemic ssipre “since it directly reflects the meta-stadfishe
gualification relative to the state of affairs” (l]da 2000: 123). In terms of information structuoe, the
other hand, the epistemic qualification is backgadrd and the state of affairs foregrounded, iarities
the focal information.

7 | am ignoring here the syntactic possibility of aker comment (stance) being incorporated in a main
clause (e.g. with modal verbs, premodifying staadeerbs) as well as governing structures other than
clauses, viz. NPs controlling a PP complement,nathé necessity [of the scheme], or a finite clause
complement, as in the fact that John went to Lond¢ef. Biber et al. 1999: 971).
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coding as syntactically backgrounded: both are inn@n-governing
relationship to their commentatum, which iconicakgflects their secondary
status.

(i) Coding as a syntactically governing constittyem the other hand, is less
varied. It only takes the form of a matrix clauakyeit with different types of
complementation, such as object clauses (k.gelieve that John is in
Londor) and extraposed subject complements (k.¢gs amazing that John
went to Londop® Both patterns are highly frequent in spoken anitemr
language, with direct object clauses representiggmost common type of
clausal complementation (Greenbaum, Nelson & Weatzm996: 88-89).
Additionally, the pattern matrix clause + objecauwde can be seen as
representing a highly dominant schema owing tdax®nomic link with the
more schematic Transitive construction gJ]IS[TRNVERB] [OBJ]; e.g. |
believe ij. Syntactic foregrounding of speaker comment i@ fbrm of a
matrix clause is also reflected in the typical mfiation structure of matrix +
thatcomplement clause structures, where the suboelioluse has been
noted to “harbour, rather consistently, presuppodadses” (Givon 1989:
132; cf. also Sadock 1984, Mackenzie 1984 for simdbservations). This
seems to be true especially with complements ofitiog verbs [ knew that
she was thefeand complements of evaluative adjectiw’s errible that he
drinks so much(Givon 1989: 132).

From a Construction Grammar perspective (as nate8action 4 above),
constructions are independent, but not isolatedient They are linked with
other, related constructions of different levels schematicity in a larger
taxonomic network of constructions. The naturehefse links is still a matter
of some discussion (e.g. Croft & Cruse 2004: ch), bQt can be assumed to
include analogical relationships, i.e. based onpieeived similarity of two
entities. For comment clauses it is possible tatifie analogical links to the
two constructions outlined above: the matrix-commat schema and the
sentence adverbial (pragmatic marker) schema. Simestructions are form-
meaning pairings, these links will be of both anfal and a functional kind.
Analogy, too, operates on both levels, as we amgnaed, for instance, by
Givon (1991: 258), who notes that analogical lagguehange “involves the
language user’'s recognition — conscious or sublimi of similarities
between two structural or functional contexts”.

8 For a discussion of extraposition as stance macke€Couper-Kuhlen & Thompson 2007, Kaltenbock
2005.
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The functional similarity of comment clauses wikte ttwo constructions
has been briefly outlined above: both constructises/e as repository for
speaker comment (stance). Given the reduced sammaastining of comment
clauses (cf. epistemic use), however, they woudans® be functionally more
prone to coding as secondary comments, i.e. asrsantadverbials and
ultimately (in their semantically reduced, pragroally enriched form) as
pragmatic markers. Formally, comment clauses dyspéaying links. Their
subject-predicate form is, of course, strongly r@sgent of main clauses and,
together with clause-initial position (the typigadsition of main clauses), can
be expected to activate the matrix-complement saheéiith non-initial
comment clauses the feature of positional flexipilnay be more prominent
and responsible for a strong link to ‘coding asoselary comments’, i.e.
sentence adverbials, but still with some analagic o matrix clauses, owing
to their clausal form and potential for initial jten.

The network relations of the comment clause cooBtm can be
represented in diagram form as in Figure 2.

Transitive construction:
Matrix clause — obj. NP cxn

Matrix clause — obj. clause cxn Sentence adverbial cxn | | Pragmatic
(discourse primary coding) (discourse secondary coding) marker cxn

Epistemic comment clause cxn:
1 think, I suppose, I guess, ...

Figure 2: Taxonomic network for comment clauses

As illustrated in Figure 2, comment clauses areismiited constructions but
members of a larger constructional network anduak are informed by their
relationship to related constructions. In the caBeomment clauses these
have been identified as the ‘Matrix clause-objdéatise’ construction (and by
extension the more schematic Transitive constragtiand the ‘Sentence
adverbial’ construction, which by extension alslates to pragmatic markers
(as evidenced by the historical developmenyai knowand| mear). Note
that these two ‘parent constructions’, which semgeanalogical models, are
also reflected in the two types of pro-forms foumth comment clauses: viz.
so(as inl think / believe / suppose)sandit/that (as inl believe / suspect)it
The former is an instantiation of the adverbiaklto a commentatum, the
latter is indicative of a governing (matrix clauseslationship over the
following complement.
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The links to the two parent constructions can suaed to be rather
different, both in nature and strength. The conpacivith the sentence
adverbial construction can be expected to be stmngwing to their
similarity in function (like comment clauses theypitcally express comments
which have secondary discourse function) as welhdsrm (like comment
clauses they are highly movable). The connectiotih ihe matrix clause
construction, on the other hand, is based mainlyoomal similarity (initial
position, clausal form), as their tendency to fooepd speaker comment does
not correspond with the typical function of commaeaiaduses. Although
formal links might be considered weaker than fuoral ones (as argued for
word forms by Bybee 1985: 118 and Croft & Cruse£2@D3), the formal tie
to matrix clauses is still considerable, owinghe high level of entrenchment
of the ‘Matrix clause — object clause’ schema abg, extension, the
Transitive construction, of which it is an instatibn (cf. Trousdale 2008a on
the dominant role of the Transitive constructiois. illustrated by Figure 3,
this strand of the taxonomic network is a highlyodurctive one which
involves various levels of schematicity, each vathigh token frequency.

| Sbi/NP TrVerb Obj/NP |

| Sbj/NP TrVerb [that object clause] |

| 5bj/NP cognitive verb [that object clause] |

| Sbj/NP think [that object clause] |

| I think [that object clause] |

Figure 3: Schematic levels of the transitivity construction

6. Accounting for formal and functional change

Positioning comment clauses in a larger constroatiaetwork, as outlined in
the previous section, can help to account for thechronic development
with regard to formal and functional features. Gweh formal property,

which has been controversially discussed in thexditire, is the use of the
thatcomplementizer after clause-initial comment clauséd~rom the

discussion in Sections 2 and 3, the following goest arise in connection
with thethatcomplementizer:

() If most epistemic comment clauses did not oxdge as matrix clauses but
as clause-final adverbial/relative clauses, aseatday Brinton (1996, 2008)



36 VIEWS

and Fischer (2007a, 2007b) (cf. Section 2), how thidy come to be
associated with a subordinator?

(i) Given the overall steady (despite temporarg @nd downs) and long-
lasting decline ofthat with high frequency predicates, as a concomitdnt o
their grammaticalization (e.g. Rissanen 1991, Bagiinte & Smith 2005:
290-293, Torres Cacoullos & Walker 2009: 3-6), wdthat still being used?
Recall that even with the most grammaticalized jgetd phrasel, think, the
proportion ofthat is still a substantial 6.82 percent in spoken Ulegg (cf.
Section 3; Table A2 in the Appendix). In view ofetthigh degree of
grammaticalization of some comment clauses one tmiginder whythat
continues to be used with these.

(iif) How can we explain the wide-ranging differescfor the use dhat with
different lexical predicates, such as 6.52 pertank supposeand 50 percent
for | understandn the spoken part of ICE-GB?

A constructional network account which stipulatesamalogic link with the
‘Matrix clause — object clause’ construction cars\@@r these questions.
Despite their origin as independent clauses, comlanses have come to be
analogically construed by language users as inatammts of matrix clauses.
This is mainly the result of shared formal feature®re precisely their
clausal form and ability to occur in clause-initipbsition. Functionally,
matrix clauses resemble comment clauses, too, dineg also express
speaker comment, even though it is typically disseyrominent (cf. Section
5). In initial position comment clauses have thaerefinherited matrix clause
features leading to complementizer use. With irsedagrammaticalization,
this associative link with matrix clauses has, aurse, considerably
weakened. Nonetheless, ttlat-complementizer continues to be used on a
low but fairly constant frequency level even witigily grammaticalized
comment clauses. This retention thiat can be attributed to grammatical
persistence (cf. Torres Cacoullos & Walker 2009, 8+hich in turn can be
motivated by a constructional network link to thdatrix clause — object
clause’ schema.

With regard to the wide-ranging differences betwagmedicates for
complementizer use, the higher figures toait with some predicates can be
explained by a stronger link of these verbs with tfansitivity scheme. This
closer association of some cognitive verbs withttaasitive construction can

9 On the importance of analogy for language changéocfinstance Fischer 2007a, Traugott & Trousdale
2010: 35-39; also Blevins & Blevins 2009: 4.
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be measured by their ability or a greater tendeaociake direct object NPs
(e.g.l believe that/your storys. *I suppose that/a problemLet me illustrate
this point with some examples. The comment clausest frequently
associated with #ghatcomplementizer in initial position afdeunderstand, |
believe, | realisgcf. Table 1 for figures in the spoken part of FGB from
Van Bogaert 2009: 378} It is these verbsunderstand, believe, realise
which also have the highest proportion of diregeobNPs in ICE-GB (cf.
Table 1 for figures), for instance:

(6) He just didn’tunderstand the situation (S1A-018-278)

(7) Foreignerdelieve this too (S2B-035-085)

(8) It didn’'t take very long toealise that (S1A-047-106).

Conversely, verbs which in their comment clause Kely take athat-
complementizer (vizl reckon, | expect, | suppose, | think, | gyesisow a
weaker association with NP objects.

Initial comment + that Verb frequency + direct object NP
clause (in spoken ICE-GB) (in ICE-GB) (in ICE-GB)

| understand 50.00% understanq187) 46.52% (87)

| believe 46.15% believe(295) 15.93% (47)

| realise 33.33% realise(87) 21.84% (19)

| guess 9.09% guesy62) 8.06 % (5)

| think 8.78% think (2,563) 0.31% (8)

| suppose 6.52% suppos€237) 0.00%

| expect 0.00% expect(124) 11.29% (14)

| reckon 0.00% reckon(13) 0.00%

Table 1: Frequencies of initial comment clausethat (in spoken ICE-GB; from Van
Bogaert 2009: 378) and frequencies of verbs anul transitive use with object NP (in
total ICE-GB)

A similar preference pattern can be establishethbgstigating the frequency
of association of these verbs with pronomittadt or it as direct objects in
relation to the total number of occurrences of ikeds. ICE-GB vyields the
following proportions: understand that/it((11.76%, 22/187)realise that/it

10 These figures differ slightly from the ones in Kabodck (2009b), which do not include pro-form
constructions (e.d. think sg in the sum total and take into account taggimgrser| believe52.2%,1
guess5.0%, | think 9.0%, | suppose6.4%. The ICE-GB results also closely corresporitth figures
derived by Van Bogaert (2009: 384) from a samplthefBNC: the highest ratios of that were foundlfor
realise (53.85%),| understand(51.13%),| believe (26.32%), the lowest for suppose(0%), | reckon
(2.94%),1 think (4.9%),| expect(5.94%),l guesy8.65%).
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(9.2%, 8/87),believe that/it(7.12%, 21/295)expect that/it(2.42%, 3/124),
think that/it(0.31%, 8/2,563)guess/suppose/reckon tha(0es).

It can thus be assumed that different verbs araitegly associated with
the transitivity schema to different degrees (whitlay depend on the
semantic content/weight of the verb) and therefmtevate the matrix clause
link, which triggers complementizer use, to varyexgents.

Apart from explaining the formal property tiatcomplementizer use,
the network model also accommodates the functia®alelopment from
epistemic to textual marker identified fdr think in Section 3. The
predominantly functional link of comment clausesémtence adverbials (i.e.
‘coding as discourse secondary’) facilitates furthgrammaticalization
(bleaching) along these lines owing to the alreashablished pathway from
(sentence) adverbials to pragmatic markers (BrirR008: 246, Traugott
1995a: 13). Pragmatic marker function is simply arthfer possible
development from adverbial usage.

Somewhat paradoxically, the loss of epistemic megamf | think can
even be attributed in part to the link with the matlause schema. Although
the ‘matrix clause — object clause’ schema ishenane hand, responsible for
a foregrounding interpretation of initial commemduses (cf. persistence of
the thatcomplementizer), which may, in fact, work coun{and delay)
further grammaticalization, it may also, on theasthand, be responsible for
a ‘pull’ towards initial position (incidentally thenost frequent position of
parenthetical think; cf. Table Al in the Appendix). It is this initiglosition
which can be seen as contributing to further bleachnd grammaticalization
of | think for the following reasons: (i) it is the typicabdus of
grammaticalization, as it typically coincides witliven information (cf.
given-before-new principle). Given information, farn, corresponds with
discourse secondary information and may become esdionalized, i.e.
grammaticalized, through recurrent usage (cf. B&ydarder 2007). Various
constructions attest to a grammaticalization ohsdause-initial material of
low informational value, for instance presentatamstructions (e.gfhere’s
+ plural NP, The thing/idea is.) (cf. also Givon’s 1979 discussion of subjects
as grammaticalized topics). (ii) Clause-initial pos is also a typical
location for stalling devices (cf. Stenstrom 1994hich often take the form
of prefabricated units, and it has been identifiec basic feature of discourse
markers (Brinton 1996: 33-35, Jucker & Ziv 1998: 3)
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7. Conclusion

The aim of the paper has been to provide an expteméor the formal and
functional development of comment clauses sudhlask. It has been shown
that| think, the most frequent and prototypical of all commaatises, shows
signs of increasing grammaticalization and concamtisemantic erosion of
its epistemic meaning (cf. Sections 2 and 3). Thisvidenced, for instance,
by (i) a weakening of the semantic-pragmatic boiittl tihe host construction
resulting in increased uses with phrasal rathen tblausal scope, (i) a
reduction of clause-findl think, the position most typically associated with
speaker comment, and (iii) an increase in the owence of
fillers/discourse markers, suggesting similarityfunction, and a decrease in
the co-occurrence of pauses, suggesting effecteeas a filling device. At
the same time, howevdrthink does not show any increasetlatomission,
which is generally seen as a concomitant of ine@gsammaticalization.

To account for this development | have argued foCa@nstruction
Grammar approach (cf. Sections 4 and 5) which gdaxonomic links of
comment clauses to related constructions, viz.‘Kegrix clause — object
clause’ construction and the ‘Sentence adverbiafistruction’. By placing
comment clauses in such a larger constructionakorkt it is possible to
account for formal and functional characteristi€sheir development, such
as the advance othink from an epistemic to a general pragmatic markdr an
the use of thehatcomplementizer (cf. Section 6). With regard to ther
the taxonomic tie to the ‘Matrix clause — objeaude’ construction, and by
extension to the more schematic Transitivity cartton, can explain (i) why
comment clauses came to be associated witmaecomplementizer in the
first place (despite their presumed origin as doiaérclauses), (ii) the
persistence ofhat on a low but fairly constant level in Present-daylish,
and (iii) the varying use othat with different lexical predicates (e.d.
supposerss.| understangl
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Appendix

Table Al: Overall frequencies of different uses of comméatigel think in DCPSE

| think LLC ICE-GB Change in frequency
(464,074 words) (421,363 words)
Raw per raw per % v’ partial X vs—X
100,000 100,000 2 X 2y°
words words
Initiall 966 208.15 829 196.74 -5.48 0.00 0.01
Medial 145 31.24 141 33.46 +7.11 1.06 1.20
Phrasal 52 11.20 68 16.13 +44.02 5.23 5.49
sig<0.05 sig<0.05
+that 94 20.25 81 19.22 -5.09 0.00 0.00
Final 122 26.28 68 16.13 -38.62 8.38 9.05
sig<0.01 sig<0.01
Total 1,379 297.15 1,187 281.70 -5.20 14.67
sig<0.01

Table A2: Relative frequency (in percent) of different usésomment clause | think in
DCPSE

| think LLC ICE-GB
% %

Initial (pre-subject) 70.05 > 69.84
Medial 10.51 < 11.88
Phrasal 3.77 < 573
+that 6.82 = 6.82
Final 8.85 > 5.73
Total 100.0 100.0

1 Initial position in the present classification iguévalent to pre-nuclear position, i.e. pre-subjeasition,
which allows for preceding adverbials but disregadiscourse markers (e.g. well) and vocatives (e.g.
Peter).
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Proverbial wisdom and personal
experience: Exploring the social
epistemology of communicative practices

Philip Riley, Nancy

In 1899, the eminent biologist Ernst Haeckel putdds hisDie Weltrathsel
(‘The World Puzzles’), a sharply provocative deferaf science in general
and Darwinism in particulat.He was responding to an earlier book by Emil
Du Bois ReymondDie sieben Weltratselin which that author had argued
that there were seven major questions about theenaf the universe which
science could never answer, since they involveadistandental issues.
Haeckel's book, an overnight bestseller, causednanense furore, partly
because of the daring nature of the ideas it egolwehich were regarded by
many as hubristic, as well as morally and politicallangerous, partly
because of his take-no-prisoners tone and stylee( makes Richard Dawkins
sound emollient) Among the puzZesn question, one, the origin of
consciousness and speech, is clearly susceptilale &volutionary approach,
which Haeckel duly developed. In doing so, he adttedhe considerable
cross-fertilisation between Darwinian theory angyliistics occurring at the
time, with August Schleicher, a close friend of Eled’s, borrowing from
Darwin’s evolutionary theory to provide historidalguistics with a cogent
theoretical underpinning in hisDie Darwinische Theorie und die
Sprachwissenschaf{tl863) and Darwin himself borrowing from Schleiche
the tree-diagram as an explanatory metaphor fdugwenary processes.

That metaphor continues to play a fundamental noleknowledge
representation. So fundamental, indeed, that mbidiedime we forget that it

1 with thanks to Marie-Luise Pitzl, who took the &no share her thoughts on ‘convention and cregtivi
with me, providing focus and encouragement for #nigcle (Pitzl 2010).

UThe author’s e-mail for correspondenBgilip.riley@univ-nancy?2.ft

2 See Robert J Richards (2008) for a brilliant reteation of Haeckel's work.

3 The full list included: i) The nature of matterdaforce, ii) The initiation of motion, iii) The béwming of
life, iv) The design of nature, v) The appearan€esensibility, vi) The origin of consciousness and
speech, and vii) The problem of free will.
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Is a metaphor, thus providing a striking illustratwinNietzsche’s dictum that
‘The metaphors of yesterday become the truths @éyto Indeed, the very
naturalisation of the metaphor has tended to oeclim existence of the
puzzle, since it results in a representation of lh&ure of language (and,
therefore of its origin and its relation to consmpess) which largely
excludes both social and individual factors. Lampualevelopment, both
phylogenetic and ontogenetic, is seen as impersbiwhbgical, the inevitable
and mechanical operation of natural forces and .lalWss reductionist
approach was powerful and insightful when appliedaspects of linguistic
change that could indeed be related in some waghisical factors (via
articulatory phonetics, for example) and to tracsugcessive stages in the
emergence of specific forms and the relationshipswéen them, and
contributed directly to the extraordinary floweria§diachronic linguistics in
the nineteenth century.

Haeckel was a first-rate scientist: Darwin was @&agradmirer and
considered him to be one of the very few people wdally understood his
ideas. But he was still constrained by the epistahdiis time and the
metaphors which framed it, even as he challengenhtlidis main answer to
the puzzles was to deny that they existed — heussgoa sophisticated
version of monism — either because they had alrbagy solved or because
they were false problems. As Richards perspicabjigqusints out, there is a
close resemblance between Haeckel's book and Darwmthat both set out
to disprove the proposition implied in their titleor Darwin, there is no
particular moment in time in which a specific sgscis created or appears;
for Haeckel, likewise, consciousness (or any otbleenomenon, for that
matter) does not come into being, itimsbeing. His opponents accused him
of atheistic materialism which was tantamount topdy ignoring them.

This article argues that modern sociolinguistiasvtes a framework for
dealing with certain elements of the puzzle inrgeliectually satisfying way.
In sociolinguistic terms, the topic of ‘the orignfi consciousness and speech’
can be paraphrased as the following question (zle)zHow is it possible
that language can be both a social phenomenon,t aofsenstitutional
conventions,and the basis for individual subjectivity, self-expsem, a
creative resource? This transposition of terms, tlacasting of the puzzle, is
justified by the increasing evidence that consaiess is essentially a social
phenomenon, one that can only be brought abouudghracommunication
with an Other. For communication, the sharing ahomn meaning, to take
place, at least two conditions must be satisfiadthe absence of telepathy,
there has to be some kind of mechanism for the dbrrealisation of
meanings (a set of conventions or ‘code’) and ararehing framework for
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the establishment of a reciprocity of perspectiyasset of interpretive
procedures and communicative practices). Fundainenthis framework is
the capacity to recognise an Other as a poterdgi@nwnicative partner and
the implementation of this capacity which is tihens origo of self-
consciousness and identity, since identifying sbimgtas Not Me implies the
existence and awareness of Me.

Historically, the overall theoretical framework tith which this project is
embedded is based on Georg Simmel's notions imtéraction and
intersubjectivity For Simmel, interaction (a word he borrowed from
chemistry, where it referred to the relationshipstween atoms and
molecules) was the social phenomenon on which goared sociology were
based. Interaction consists of the mutually infeieg behaviours which
make it possible for individuals who are physicaligd mentally separate
from others, to become members of society, reguliim sociation the
formation and maintenance of groups: “Society igatlyethe name for a
number of individuals connected by interaction”ng8iel 1908, quoted in
Wolff 1950: 10). He borrowed another term from @mporary chemistry,
thedyad where chemists use the term to refer to a paatains which have
joined to form a molecule, Simmel uses it to refean interactive pair, two
individuals involved in a meaningful social relatship. That relationship he
called intersubjectivity which is the psycho-social state obtained between
members of a dyad as the result of successful conwamive behaviour:
shared meaning, communication. The various typescahmunicative
behaviour in a group’s repertoire are known asotsmunicative practices, a
term we owe to the ethnographers of communicasaoh as Hymes (1970),
Hanks (1996) and Saville-Troike (2002).

During his lifetime and for decades after, Simmédleas were regarded
as hopelessly optimistic and inoperative, andtitus that the intellectual and,
above all, the methodological tools for describargl analysing interactive
discourse were not then available. But in the amofshe twentieth century a
number of approaches were developed (discourseysisalconversation
analysis, the ethnography of communication, ethrtbat®mlogy, etc.) which
have made feasible the detailed and systematistigetion of discourse and
communicative behaviour (Widdowson 2007 providesluaid critical
overview). Most, though not all, of these approachake as their starting
point Saussure’s distinction betweéangue and parole which clearly is
highly relevant to our ‘world puzzle’, as it doesleed focus on the difference
between language as a formal and objective sysiesocial institution, and
language as situated use, self-expression. Bus i& idescription, not a
solution: or, if you prefer, a statement of thelgpeon, rather than an answer to
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it. Moreover, given the thrust of Saussure’s argumerhich aimed at the
establishment of linguistics as an autonomous plise, it was seen as a
reason for concentrating exclusively tamgue which resulted in effect in
ignoring the puzzle. Simmel’s approach, at the thefathe movement aiming
to provide the social sciences with a cogent iatéllal and methodological
basis (Dilthey 1883; Durkheim 1895), was, howevertake this bull by the
horns. “How is society possible?”, he asked ( —tttie of one of his most
penetrating essays). And his answer essentiallythatsindividuals have the
capacity and the resources to share knowledge awhing, to establish
common consciousness.

One of the principal functions of discourse is tHsstribution of
knowledge in the widest sense, communication. Ideorto establish
intersubjectivity, the management and operationth&f social knowledge
system, whereby private or restricted knowledgenae public and public
knowledge is brought to bear on subjective peroeptiof situations and
meanings therefore requires strategies having agpo®pistemic
directionality: those which enable speakers to nthme social archives for
resources relevant to their immediate communicateeds and those which
enable speakers to make available to others tkesiopal experiences and the
meanings they derive from them. Within this genéramework, | shall be
looking, in a necessarily schematic way, at twess#s of communicative
practices,proverbs and anecdotes As formulaic expressions known to all
members of a group or even a community, proverbarigl belong at the
conventional, public end of the epistemologicalcspan, whilst anecdotes, as
the spontaneous encapsulation of individual expeegjust as clearly belong
at the private end. | will be arguing that by compg the characteristic
features and functions of proverbs and anecdotessan begin to answer, in
however an incomplete and fuzzy a fashion, the Kald@eymond puzzle.

Proverbs

Despite their seemingly circumscribed nature ardvifdespread and largely
justified belief that people “know one when theyahene”, proverbs have
proved extremely difficult to define to the satidfan of the general run of
paremiologists. As the doyen of proverb studies,lf§yéng Mieder, has
pointed out in a recent discussion (Mieder 2008, s is largely due to the
fact that “(a)gain and again, they have tried tpragimatethe definition”.
This sage observation has not prevented Miederdtirfrem having a crack
at the whip:



19(1&2) 51

Proverbs (are) concise traditional statements opaent truths with currency
among the folk. More elaborately stated, proverlbe short, generally known
sentences of the folk that contain wisdom, trutbrats and traditional views in a
metaphorical, fixed and memorizable form and tha¢ &anded down from
generation to generation. (Mieder 2004: 11)

He quotes Whiting’s classic definition, which hesdebes as “... a lengthy
conglomerate version ... a useful summatiafheit not a very precise
statement’(Mieder 2004: 10; my italics):

A proverb is an expression which, owing its bidhhe people, testifies to its origin
in form and phrase. It expresses what is apparemfiyndamental truth — that is, a
truism, — in homely language, often adorned, howewvith alliteration and rhyme.
It is usually short, but need not be; it is usualiye, but need not be. Some
proverbs have both a literal and a figurative mewpi either of which makes
perfect sense; but more often they have but ontheotwo. A proverb must be
venerable; it must bear the sign of antiquity, asihice such signs may be
counterfeited by a clever literary man, it shoulel &ttested in different places at
different times. This last requirement we mustrofigive in dealing with very
early literature, where the material at our dispbsaincomplete. (Whiting 1932:
302; quoted in Mieder 2004: 10)

Like Mieder, most paremiologists bewail the impbggy of arriving at a

unique and exhaustive and definitiontbé proverb, whilst continuing to try
to do so, like dogs worrying at an old bone. At somsk of over-

simplification, this difficulty can be attributed three factors.

(i) Firstly, whilst it is possible to draw up atlisf the constitutive formal
properties of proverbs, it has proved quite imdaesio identify any essential
combination of those properties which charactealsand only proverbs.

(i) Secondly, there are a number of important abtaristics of proverbs,
recognised by paremiologists and layfolk alike, hsuas ‘proverbiality’,
‘wisdom’, ‘venerability’ and ‘traditionality’, whit are not formal and which
are consequently far less amenable to precise xguittie categorisation and
formulation.

(i) With a few exceptions (e.g. Norrick, Winiclgirhan and Schipper, see
below) paremiologists have concentrated on provabsdecontextualised
linguistic expressions, a necessary procedure,oably, if one’s aim is to

4 Clearly, distinguishing proverbs from other tymésormulaic expressions (clichés, slogans, catotages,
similes, etc.) is a further and major difficulty.
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produce a dictionary or list of proverbs, as ieofthe case, but one which
excludes those pragmatic and strategic dimensidnshware essential to the
understanding of the use and meaning of proverbstunal discourse.

Rather than going over this well-ploughed groundagain, | would suggest
adopting an approach based on prototype semaimsch & Lloyd 1978).
The prototype is that member of a class which fsagishe highest number of
the characteristic requirements for membershiphef dlass. A prototypical
bird, for example, has a beak, feathers and wisiggs, builds a nest, lays
eggs ... but a penguin does not tick all these bokeis. is an approach that
has proved extremely helpful in investigating thelgy of metaphoricity, a
communicative phenomenon which clearly has clofaiiés with proverbs
(Gibbs 1994). In such an approach, then, expressicather than being
classed as proverbs or not, are seem@®or less‘proverbial’. Obviously, to
carry out this kind of graduated classification, meed to list as exhaustively
as possible the characteristics in question, sb dpacific examples can be
checked against them and compared with one anbéfere being situated on
the spectrum of proverbiality and this is a purpésewhich the points
identified in this section and summarised in Tdldbelow might serve. More
to the point, though, in the context of this adjds the fact that such a list
also provides a basis for comparing proverbs witieio forms of
communicative practices, such as anecdotes.

The numerous properties and characteristic of pbeaverhich have been
identified by paremiologists such as Mieder (200Byndes (2005) or
Schipper (2004) might be conveniently tidied irfte following categories:

(1) Historicity
Proverbs form a particular folklore genre, alonghwiry tales, nursery
rhymes, etc.
They are anonymous and of unknown origin.
They are traditional, old, and may include lingigisarchaisms or
venerable forms.
They possess acknowledged and respected power.

(2) Form
In many, perhaps most, languages, proverbs havem set form (the
word ‘pithy’ is invariably used) consisting of a mmum of two words:
topic and comment: ‘Time flie$.

S This requirement is more problematic than mighfirat seem to be the case, since numerous expressi
taken from, say, Shakespeare or the bible arededaas proverbs by many people, whether they know
their origins or not.
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These forms are formulaic, prefabricated.

They are in the ‘eternal present’ and hyperbolibe Jpropositions they
express aralways or never true.

Proverbs often have a sibylline quality resultingh syntactic ambiguity:
‘Stuff a cold and starve a fever’, ‘A friend in ks a friend indeed.’
They are often highly textured (to use Dundes’ uisefrm), that is, they
display higher degrees of patterning than normabnplogical and
syntactic constraints alone require, including rkeymalliteration,
assonance, parallelisms and apposition (‘A stitchtime saves nine’,
‘Many a mickle makes a muckle’, ‘He laughs best Wagghs last’).
Ellipsis is extremely common: ‘In for a penny, iorfa pound’, ‘Better
safe than sorry’, ‘Better late than never’).

(3) Functions

At discourse level, proverbs function as commumreatpractices or

strategies, cultural resources for indexing measing

These meanings may be either literal or figuratmepoth (‘No smoke

without fire’).

Proverbs play an important role in the social krexlgle system (storage,

management, transmission and legitimisation, etc.)

- They are widely known and form part of the idBmtig commonsense
culture of the group (Lau, Tokofsky & Winick 2004).

- They are didactic and have an evaluative andesgasve function in
society ...

- ... so that they can be deployed tactically in argatation (e.g. in
support of a speaker’s view or to emphasise iliooairy forces such as
warning or advice) (Sirhan 1993).

(4) Intertextuality
This term refers to the fact that, since languages inherited by
individuals from their predecessors as fully fuaoing systems every
kind of linguistic unit has already been used onltiple occasions by
others and reaches us bearing, like a palimpsestrdces of those earlier
occurrences (cf. Plett 1991, Worton & Still 1998Bhis is clearly a matter

6 Caution needs to be exercised here, as relativaty proverbs are by no means rare in some cultéi@s
instance, Sirhan (1993) quotes to Vute proverb “Bhsh pig did not receive a tusk, even though his
maternal uncle did the sharing”. Or is this, as egmaremiologists might suggest, shading off into
parable?

7 There are exceptions to this generalisation: ‘eoterms’ (i.e. words invented for a particular goa,
which do not enter the social lexicon) and neolmgiswhich do (e.g. Haeckel’s ‘ecology’).
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of degree, with certain items or expressions cag@ heavier intertextual
load than others. As Norrick has observed:

All stored collocations, from irreversible binonsalto potentially complete
utterances, tend to develop idiomatic textual énattional significance. (Norrick
1985: 26)

The prototypical intertextual expression is prolgalthe conscious
guotation, literary or otherwise — “To be, or note’, ‘You've never had
it so good’ — along with song, book or film titleshich may themselves
be quotations: ‘The sunny side of the street’, ‘li@m the Madding
Crowd’, ‘For whom the bell tolls’, ‘Eternal sunset the spotless mind’.
Other sources include political and advertisinggaltes (‘Yes, we can’,
‘Just do it.’); instructions (‘Store out of the odaof children’, ‘May
contain traces of nuts’); similes (‘Sick as a p#sr&€unning as a fox’) —
and proverbs.

One paremiologist who has integrated the notiomteftextuality into his
approach is Schipper, who says proverbs are

[...] the smallest literary genre [...] [they ardpasically metaphors, similes and
metonymies which devise a clear intertextualityriroring cultural wisdoms and
beliefs [...] short, pithy sayings ingeniously erdpiog the truth or cherished belief.
(Schipper 2004, 9-10)

But it is certainly Winick who places the greatesmphasis on
intertextuality:

Proverbs are brief, (sentence-length) entextualiziéerances which derive a sense
of wisdom, wit and authority from explicit and int@nal intertextual reference to

a tradition of previous similar wisdom utterancasis intertextual reference may
take many forms, including replication (i.e. refieti of the text from previous

contexts), imitation (i.e. modelling a new utterarafter a previous utterance), or

use of features (rhyme, alliteration, ascriptionthe elders, etc;) associated with
previous wisdom sayings. Finally, proverbs addressirrent social situations in a

strategic way. (Winick 2003: 595)

Significantly, Mieder finds this definition “convaled” (Mieder 2004: 14)
particularly objecting, as | understand him, to Wh's reference to
imitation and modelling, since “[tlhe fact that teentence is ‘proverb-
like’ does not make it a folk-proverb.” This objexct is consistent with
Mieder's search for the perfect, essentialist dedin, but it limits the

notion of intertextuality to cases of full, wordrfavord replication. This is
unfortunate, because it rules out at least two sygieexpression which
anyone who is interested in the discursive funatignof proverbs —
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proverbs in text, not just proverbs as text — waulukt definitely wish to
see ruled in: partial or elliptical citation andetproduction of variants.
(These types may well be more common than casks! oéplication, but

| have no empirical evidence for this.) An examplgartial citation: my
wife is renewing the silicon seal around our badmdhand-basin and says
“There’s no mould there yet, but, you know, a &titt time.” And while |
have been writing this article, | have heard spesakeother contexts use
“The proof of the pudding” and “A bird in the hanl similar elliptical
fashion. The second type, the production of vasiarst very productive
indeed, including as it does such cases as W. ldeAs mock Icelandic
proverbs (‘Every man loves the smell of his owrtday humorous word-
play (‘A bird in the Strand is worth two in SheptdarBush’) and topical
variants, that is, ones which have been adaptdetsituation or subject
(e.g. Mieder’'s own ‘Proverbs speak louder than womd a newspaper
headline concerning the result of the latest Maktfrcompetition: ‘The
proof of the pudding is in the beating’).

Anecdotes

Oral anecdotes are a form of case-study in mirgagoroviding material and
justification for some aspect of the speaker’s driew. As such, they often
have much in common with various forms of life-wrg, but clearly there are
numerous differences, too, as regards medium, fants functions. Oral
anecdotes are passages of monologistic narrativarging length embedded
in stretches of interactive discourse. It is comeento distinguish between
first- and second-order anecdotes. In first oraecdotes, the category upon
which this article concentrates, the speaker relat@nts in which he or she
participated or was present. Second-order anecdoéeaccounts of events in
which the speaker was not directly involved. Anged@resent a number of
interesting characteristics as discourse. For el@nas my use of the term
monologistic indicates, the speaker who beginsratdote claims immunity
from interruption for a certain time: Consequentiyrn-taking and topic-
nomination in the vicinity of anecdotes are ofteighly atypical when
compared with the discourse in which the anecdotembedded. However,
this dispensation is only granted and maintainedhd performance and
content of the anecdote satisfy a number of catérhese include:

(1) Originality
The word comes from the Greelan-ekdota ‘that which has not
previously been given out or made public’ and hasnbused at various
times to refer to anything from secret narratiwvgh@t really happened’)



56 VIEWS

to gossip. Nonetheless, as its etymology suggéstsuse of the term
consistently implies that the narrative knowledgeuestion has not been
imparted to the interlocutor on an earlier occaslors this characteristic
which situates the anecdote at the polar oppositihé proverb on the
socio-epistemological spectrum, because proverbspart of common
sense, ‘what everybody knows’. We tell anecdotest we quote
proverbs.

As usual, this requirement can be flouted: Spealfesgose of a number
of hedging and framing devices for anticipatingheutralising objections
from their interlocutor to the effect that in fabey have “heard it before”,
for example “Did | ever tell you about when [ ...’ thust have told you
about when | ...”, “I don’t know if you remember melling you about
...". 1 know of no data-based analysis of these stjias, but studying
them could throw light on a number of issues, idolg the co-
construction of discourse and conversational podiss.

(2) Credibility

Our perception of an individual's ethos, their coomcative identity as
co-constructed by Speaker and Hearer, largely mates the extent to
which we accept their affirmations as true, whishone reason why
appropriate identity can be regarded as the mogontant felicity
condition of all (this topic is dealt with in momdetail in Riley 2006,
2007). If necessary, therefore, speakers will gogteat lengths to
‘establish their credentials’ by providing conteadtevidence, appealing to
witnesses, anticipating objections by admittingtthiae narrative is
unlikely, etc. Again, it is important to notice thhis requirement can be
flouted or over-ridden, for humorous purposes iriipalar. None the less,
the narrator of a ‘tall story’, say, will usuallyytto keep a straight face
and in general preserve a semblance of verisirdéitu

(3) Relevance

To be acceptable as appropriate performances, at@scthust be to the
point, germane to the matter in hand. In this relsgbey are in principle
no different from any other contributions to corsagion, as discussed by
Grice (1975) and refined by Sperber & Wilson (1988jowever,
observation suggests that, in the context of thel@ges of immunity to
interruption and extended rights to the floor, pees for non-respect of
the maxim of relevance are particularly heavy ia tase of anecdotes
(lack of attention or reaction, mockery, expliciismissal through
expressions like “What's that got to do with thecerof fish?”, etc.).
Respecting the criterion of relevance will ofteguige the introduction of
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intertextual references and material (in additiorthte normal exigencies
of narrative construction, of course).

To say that anecdotes illustrate some aspect dfghaker’s world-view is to
imply that they have a very broad functional andstenological range
indeed, including exemplification, argumentatiorhe t explanation and
justification of knowledge, beliefs, attitudes awmdlues, the expression of
speaker-identity, self-image and relationship wie interlocutor. In more
spontaneous, multi-participant forms of social natéion, such as a group of
friends having a drink or a meal together, aneclatan also play an
important part in the reaffirmation of social vaduérhis phatic bonding is
clearly part of the ritual of constructing or maiming group identity, and as
such presents a number of specific discourse deaustcs, such as high
levels of co-construction and appeals to shared aniesr However, for the
sake of exposition, this discussion will not deéghvweases of co-construction.

Comments

| have argued that one of the great puzzles ofuagg — the fact that it can be
at one and the same time a social institutiont afseonventions independent
of the individual and a source of creativity fotfsexpression — can be better
understood by seeing speakers as communicativasageat is, as members
of society capable of entering into intersubjecte@uplings with others
through the adoption of appropriate communicatitratsgies. To illustrate
this, we have examined two types of communicatiraefes, proverbs and
anecdotes, situated at opposite poles of what might called the
epistemological spectrum, since the former call koowledge of highly
conventional linguistic expressions and shared kedge, whilst the latter
require competence in the creative recounting es@wl experience. In the
table below and the comments which follow it, | @dxied to summarise the
various characteristic of proverbs and anecdotestioreed in the course of
this article in a slightly more systematic way. Hewer, rather than simply
recapitulating the separate discussions of provern$ anecdotes set out
above, this provides a useful opportunity for cormgpand contrasting them.
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Convention Creativity
Proverbs Anecdotes {brder)

Form Prefabricated, formulaic, Encoded in real time.

1 recurrent. Spontaneous.
Set in eternal present, Set in historic past.

2 hyperbolic.
Short, pithy. Condensed, Relatively long.

3 elliptical, poetic, sibylline.
Textured: rhyme, alliteration, | Iconic temporal structure: rules
assonance, parallelism. of narrative cohesion and

4 coherence.
Potential complete turn. Turn-taking suspended.

5

Function Transmission of Wisdom, Expression of Experience. “I

6 values. “Remember!” remember...”
Top-down: General to particularBottom-up: Particular to geners

7
Applied to specific situations as Appealed to or evoked as
authoritative judgements, illustrations of individual’s
guidelines, evaluations, advice| Weltanschauungpeliefs, values

8 argument, explanations. attitudes, self-image ...).
Figurative, symbolic. Literal, representative.

9
Social cohesion. Proverbs can| Self-presentation. Contributes {
signal group membership, the construction and projection
Speaker’s orientation to group,| of ethos.

10 etc.

(0]

Epistemological
status

Atemporal propositions, truths.
General statements by society.

Specific narratives by
individuals. Personal.

11 Anonymous. Didactic. Exemplary.
Traditional. Stable over time. | New. Interesting, original, one-
Familiar, meaning shared by | off.

12 Speaker and Hearers.
Proverb is authoritative. Speake6peaker assumes full
is not responsiblbuttakes high | responsibility for Anecdote:
ground (as spokesman for veracity, point, key, etc.

13 society, teacher ...).

Table 1: A schematic comparison of proverbs and anecdotes.

The first distinction included in this table is tbae betweemronventionand
creativity. In general terms, as has been argued aboverefieis to the fact
that (a) language can be regardmtih as a social institution or fact in the
Durkheimian sense of having an objective existemopendent of any
individual speaker (Durkheim 1895), a body of ymstsuctures and functions
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(‘langue’ or ‘competence’and as a set of communicative resources enabling
individuals to enter into intersubjective couplinggh others, to merge their
subjective worlds, thereby becoming members of ggsoand eventually of
society at large. This general distinction is tekgamined in some detail in the
remaining parts of the table with respect to twecsc forms of expression,
proverbs and anecdotes which can be considered as representing the
conventional and creative characteristics of lagguaespectively: Taken
together, all the distinctions which follow in thiable aim to justify and
explain this judgement. It should be kept in mimdttthe proverbs and
anecdotes discussed here are prototypical caséswhibse characteristics
authentic examples might only correspond to a fedsgree.

These distinctions have been provisionally subgmised under three
headings, based on their formal, functional andiosepistemological
characteristics. This latter category refers to Wess in which discourse
elements participate in the operation of the sokrwledge system. All
societies and groups are instantiated by specifiong of knowledge
management, sets of structures and functions &ptbduction, organisation,
storage, distribution, legitimisation and use obwtedge, taken in the widest
possible sense (cf. Riley 2007). The principal nat$m of the system is
discourse, so that the investigation of almost &mg of communicative
practice will involve epistemological considerasotHowever, this tripartite
classification needs to be taken with a pinch d&f gdthough it is useful for
expository and analytical purposes, it should reoallowed to blind us to the
fact that some characteristics presented separatelyn fact indissociable.
For example, atemporal propositions or universghg, an ‘epistemological’
ascription, are invariably formulated in the prdsemple tense in English,
which is obviously ‘formal’.

Let us now briefly review the various items incldda Table I, focussing
in particular on the differences between provend anecdotes, though this
will inevitably involve some repetition of charaastics of one or the other
which have been discussed separately above:

(1) Whereas proverbs are available to speakersytmade, that is, as
prefabricated, formulaic expressions, anecdoteseapected to display a
degree of spontaneity. This term is used to qualiffanguage production
which is encoded and transmitted in real time. Hewe— and most
interestingly — any attempt to define further thisasonably objective
definition segues rapidly into questions of ethsisce real-time encoding,
without preparation, hesitation or anacoluthonuaged to be a sign not only
of competence and fluency, but of sincerity and #isence of ulterior
motives on the speaker’s part. Spontaneity, tren, ‘communicative virtue’
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(Marui et al. 1996, Riley 2005) contributing to tbeedibility of the anecdote
as personal experience, but its presence in prowveebwould by the same
token be counter-productive.

(2) Proverbs are set in a timeless or eternal ptedeough the use of the
present simple tense or ellipsis: They are hyperpalways true. Anecdotes
are set in a specified historical past, although pwmpular speech not
necessarily in the present tense: On a given aataiis really happened.

(3) Compared to proverbs, anecdotes are long, sascmew information’
they need to be contextualised. A proverb is theotian iceberg of allusive
connotations and intertextual references which,aasumed background
knowledge, does not need to be stated explicitigugh this can be fertile
ground for ambiguity.

(4) Possibly to make them more easily rememberedyepbs are highly
textured or formally patterned and this stylistibaacteristic certainly
contributes to their sense of traditional wisdond aof the historically
accumulated experience of the group. When recogirdgimecdotes, speakers
have to strike a fine balance between patternddrexand spontaneity, since
a ‘polished’ anecdote must obviously have been uetsal on previous
occasions, which is acceptable in the case of pbsveut far less so in the
case of anecdotes. Competent anecdotes complythgtiules of narrative
discourse, in particular the requirement that theéeo in which events are
related should be an iconic reproduction of theeomd which they occurred.

(5) A proverb may occupy a complete speaking tash,one might expect
given the qualities of brevity, condensation andmi@laicity enumerated
above. Similarly, the extension of speaking turnghe suspension of turn-
taking following the initiation of an anecdote fm's from an expectation and
sanctioning of relative length and the group’schée assimilate and share
new knowledge and experience.

(6) If a group is to survive as a group, its identifyiknowledge or culture
must be transmitted from generation to generatt@hcearly proverbs, along
with other folklore categories, play a central rale this process as
mnemonics for the group’s core values, history antblogy. This social
wisdom is regularly tested against specific cademdividual experience.
One would expect proverbs that are found wantingitoer away, but since a
group’s proverbs do not form a self-consistent esyst alternatives can
usually be found to account for particular instanteewhich a given proverb
does not seem appropriate, providing an intellécarad argumentative
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framework as complex as life itself: ‘He who hestais lost’ / ‘Look before
you leap’.

(7) Proverbs are general statements which candmksigategically to apply to
specific cases. As such, they form a major socistemological device,
relating social representations and categories niividual experience.
Anecdotes have the opposite directionality, retatimdividual experience to
social categories. In both cases, individuals useséd communicative
practices to situate themselves and the matteramd lwith respect to the
situation and the ‘known world'.

(8) In doing so, they may call on either proverbs oecalotes to evaluate,

explain or illustrate behaviour and beliefs, butthe case of proverbs these
are provided by and attributed to society (traditiancestors, etc.), whereas
in the case of anecdotes they are grounded in paregperience.

(9) Since proverbs purport to apply to multipletamces, they must either be
devoid of any kind of situation-specific referencegsuch references must be
understood as applying figuratively to distinctemsAnecdotes, on the other
hand, are supposed to be based on facts of indiviexperience and are
therefore to be taken literally.

(10) Knowledge of a proverb signals membershiphefdroup which knows

and uses that proverb thereby expressing sociatitgend reinforcing group

cohesion: We share common beliefs and are botkithdéils and members of
a group. Anecdotes play an important role in sedlspntation: This is the sort
of thing that happens to me and | am the sort cdgrewho reacts in the way
described. Individual subjectivities are expresdedugh the convention of
langue

(11) Proverbs are the impersonal expression ofléssetruths which have
acquired the prestige, authoritativeness and veigyaconferred by age. The
propositions they contain exercise considerableefon the group’s natural
logic or social epistemology, which is manifestgddidactic key, though to
varying degrees. Any force an anecdote may havattifbutable to the
speaker’s ethos and in particular their previopsitation.

(12) Proverbs are part of the shared backgrounavliadge which members
of a group bring to bear on the construction of samicative situations. This
inherited repertoire is available for the categiem and interpretation of
fresh knowledge, as represented, for example, byduies.

(13) Used appropriately, the prestige and forcepadverbs may confer
reflected glory on speakers as they become theespwén for society, whilst
retaining the right to distance themselves from gheverb’s propositions if
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tactically desirable. The responsibility for fistder anecdotes is always
squarely placed on the speaker.

Conclusion

Each individual is an incorporated self, a persadehtity physically and
mentally distinct from all others, and a membersotiety, a competent and
recognised member of the social groups formingrteecial identity. This
seemingly paradoxical double articulation is madssjble by our capacity to
express our selves, to enter into an intersubjeatalationship with others
through the use of the language code as a comniweicaesource,
conventions used creatively. To illustrate thisgeiss, we have looked at two
communicative practices, one of which, the provésigonventional in both
formal and epistemological terms, whilst the othitxe anecdote, is less
constrained formally and epistemologically idioswtc: The former
expresses common sense, the latter individual equer. Consciousness — of
ourselves and others — emerges in and througlptbeess, as, arguably, does
language itself. It would be hubristic to claim tthae have solved the
Haeckel-Reymond puzzle, but at least we can sew af attack which does
not involve transcendental metaphysics.

References

Dilthey, Wilhelm. 1883 [1988]Introduction to the Human Sciences: An Attemptayp &
Foundation for the Study of Society and Hist@gtanzos Ramon J. (tr.). Detroit: Wayne
State University.

Du Bois Reymond, Emil. 1880 [1974]. “Die sieben W&gkel”. In Wollgast, Reymond
Siegfried (ed.)Vortrage Uber Philosophie und Gesellschiefamburg: Felix Meiner.
Dundes, Alan (ed.). 200%.0lklore. Critical Concepts in Literary and Cultur&tudies 4
Vols. London: Routledge.

Durkheim, E. 1895 [2009].es Regles de la méthode sociologidearis: Flammarion.
Gibbs, Raymond W. Jr. 199Zhe Poetics of Mind. Figurative Thought, Languagel a
UnderstandingCambridge: Cambridge University Press.

Grice, H.P. 1975. “Logic and conversation”. In CBkter; Morgan, Jerry (edsSyntax
and Semantigs/ol. 3: Speech Acts. New York: Academic Pressb81

Haeckel, Ernst. 189®ie Weltrathsel Stuttgart: Alfred Kroner.

Hanks, William. 1996Language and Communicative PracticBsulder, CO: Westfield.
Hymes, Dell. 1970. “On communicative competence&’.Qumperz, John; Hymes, Dell
(eds.).Directions in SociolinguisticdNew York: Holy, Rinehart and Winston,

Lau, Kimberley J.; Tokofsky, Peter; Winick, StepH2n2004.What Goes Around Comes
Around. The circulation of proverbs in contemporéifg. Essays in honour of Wolfgang
Mieder. Utah: Utah State University Press.



19(1&2) 63

Marui, Ichiro; Nishijima, Yoshinori; Noro, KayokdReinelt, Rudolf; Yamashita, Hitoshi.
1996. “Concepts of communicative virtues (CCV) apdnese and German”. In Hellinger,
Marlis; Ammon, Ulrich (eds.)Contrastive SociolinguisticBerlin: Mouton de Gruyter,
385-2009.

Mieder, Wolfgang. 2004roverbs: A HandbookWVestport: Greenwood Press.

Mieder, Wolfgang. 2008:Proverbs Speak Louder Than Words’: Folk WisdomAim,
Culture, Folklore, History, Literature and Mass MadNew York: Peter Lang.

Norrick, Neal R. 1985How Proverbs MeanrAmsterdam: Mouton.

Pitzl, Marie-Luise. 2010. “Creativity meets convent Idiom variation and metaphoricity
in ELF”. Pleanry panel given at the Third Interoatl Conference on English as a Lingua
Franca, Vienna, 22-25 May, 2010.

Plett, Heinrich F. 1991intertextuality Berlin: de Gruyter.

Richards, Robert J. 2008he Tragic Sense of Life. Ernst Haeckel and thaggte over
Evolutionary ThoughtChicago: University of Chicago Press.

Riley, Philip. 2005. “Ethos and the communicativetues in exolinguistic service
encounters.” In Cortese, Giuseppina; Duszak, Aneds.]. ldentity, Community,
Discourse: English in Intercultural Setting8ern: Peter Lang, 167-182.

Riley, Philip. 2006. “Self-expression and the négfain of identity in a foreign language”.
International Journal of Applied Linguistic$6(3), 295-318.

Riley, Philip. 2007.Language, Culture and ldentity: An Ethnolinguisterspective.
London: Continuum.

Riley, Philip. 2008. “The return of ‘The StrangerDistance, proximity and the
representation of identity in domain-specific digsige” ASp 53-54.

Rosch, Eleano; Lloyd, Barbara (eds.). 19Z8gnition and CategorizatiorHillsdale, NJ:
Lawrence Erlbaum.

Saville-Troike, Muriel. 2002The Ethnography of Communication: An Introducti¢rd
edition). Oxford: Blackwell.

Schleicher, August. 186Rie Darwinische Theorie und die Sprachwissenschaiimar:
Hermann Bohlau.

Schipper, Mineke. 200MNever Marry a Woman With Big Feet. Women in Prosdrom
around the WorldCambridge: Yale University Press.

Simmel, Georg. 1908 [1950]. “The Stranger”. In WoKurt H. (ed. & tr.).The Sociology
of Georg SimmelLondon: Free Press, 402-408.

Sirhan, J.-L. 1993. “Rhetoric, tradition and commeation: the dialectics of meaning in
proverb use.Man 28(2), 225-42.

Sperber, D. and Wilson, D. (198RBglevance. Communication and Cogniti@Qambridge,
MA: Harvard University Press.

Whiting, Bartlett Jere. 1932. “The Nature of theWarb.” Harvard Studies and Notes in
Philology and Literaturel4, 273-307.

Widdowson, Henry G. 200Discourse AnalysisOxford: Oxford University Press.
Winick, Stephan D. 2003ntertextuality and Innovation in a Definition dfd Proverb
Genre. In Mieder, Wolfgang (ed.)Cognition, Comprehension, and Communication
Baltmannsweiler: Schneider Verlag Hohengehren, 6@1—(cited in Mieder 2008).
Worton, Michael; Still, Judith 1993ntertextuality Manchester: Manchester University
Press.



64 VIEWS

Code choice at Vienna Bilingual Schooling
— a multivariate approach

Claudio Schekulin, Vienha

1. Introduction

The following article is based on an empirical egsl project carried out in
the period March to June 2007 at two bilingual hggihools, both of them
located in Vienna. The two schools are run under the auspices ofnéen
Bilingual Schooling (VBS), a program designed tdeofGerman-English
bilingual instruction at publicly-run schools under standard Austrian
curriculum. The aim of this study is to establiskttprns of code choice in
informal conversations among members of the tgrgptlation, viz. students
enrolled at the upper-secondary level of VBS. Imtipalar, the discussion
will center on significant correlations betweendaage choice, a (macro-)
linguistic variable, and the various social factacenstitutive of the
interactions. Data on the students’ linguistic hetyvawas gathered through
written questionnaires, supplemented by observa@hinterviews. The core
guantitative survey attempts to establish a muitid@ model of code
selection, which is subsequently related to sonaitqtive and ethnographic
data, and discussed in light of sociolinguisticotiies of code selection. The
article concludes with a discussion of the wideplioations of the results,
offering a view on their relevance to the desamiptiof sociolinguistic
communities, with a particular focus on Englisraasnternational language.

2. Sociolinguistic models of code selection

Blom & Gumperz (1972 [1986]) were among the fistview code selection
within a sociolinguistic framework, suggesting titas governed by nuanced
social rules and motivated by communicative consititens. Rather than a

UThe author’s e-mail for correspondenclaiudio.schekulin@univie.ac.at
1 This article is a condensed and adapted versitimeofore detailed account in Schekulin (2009).
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haphazard back-and-forth rooted in a lack of lisicicompetence,it is a
tool in the repertoire of a bilingual or bidialecspeaker. Based on their field
work in Norway, Blom & Gumperz (1972 [1986]: 424)entify two basic
categories of code switching, situational and matapal. Situational code
switching is defined as a switch in which the sbera/ironment changes in a
way that renders a different code more appropriateexample would be a
new speaker joining a conversation, or a changa thfferent domain of
social life. Metaphorical code switching, on théet hand, would be the
name given to a switch occurring in the absencamyf external impetus.
Rather, the switch is a device to add a furtheerlayf meaning to a given
utterance, for instance to establish rapport, mteistress, or mark a message
as ironic. Metaphorical code switching generally ha be analyzed at the
textual/co-textual level through approaches sucboasersation analysis (cf.
Auer 1984, Auer 1992). The macro level, i.e. therawrching social rules of
code selection, is represented by situational caaliéching, and it is this
aspect that this study is concerned with. Thisglegireflects which route of
research was considered the most rewarding in itre gontext, and in no
way precludes that metaphorical switching is likesviemployed by the
respondents in this survey, nor is meant to deayiriterdependence of these
various facets of code switchiRdglhe decision to focus on the over-arching
social rules was based on the results of previegsarch within the same
context (cf. section 3), and was reinforced ovex tlourse of my own
fieldwork. In the following, | would like to intragce two models that further
explore this social aspect of code switching: thaerkmedness modéland
communication accommodation theory, both of whiehsubsequent analysis
will draw upon.

2.1 The markedness model

This social-psychological model of code selectiaswieveloped by Myers-
Scotton (1993: 113-150; 1998: 18-40, 2006: 158-126ed on her studies of
the phenomenon in the African context. Ultimatebpted in the ideas of

2 A prevalent view in the earlier literature withgegd to (esp. intrasentential and recurrent) cedtelsing.
Such sentiments even extended to researchers wigoallg held positive attitudes towards bilingualis
(e.g. Weinreich 1953 [1970]: 74).

3 An issue which ultimately relates to the completeirelationship between individual linguistic aggand
creativity on the one hand, and sociolinguisticiatéwn between social groups on the other (cf. Hcke
2000: 2-4).

4 Though the markedness model can also cope wéllmgtaphorical switches, the explanatory focusdies
situational factors.
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pragmatics, most fundamentally Grice’s (1989: 2&xims of conversation,
the markedness model tries to strike a balancedstvihe determinism of
socially encoded norms on the one hand, and ingiidgency and creativity
on the other. Norms would be represented in theetibdough RO sets — sets
of social rights and obligations — and their asstecdd unmarked codes,
whereas room for creativity stems from the pogsybdf intentionally marked
code choices. The default option in the markedmasdel would be that
participants in an interaction choose a certairedoased on their rights and
obligations within the current social and convemsl setting. This
unmarked code, it is assumed, is known to theqpaints because it is part of
our knowledge of the social world, part of our “coomicative competence”,
to use Hymes’s (1977: 75) terminology.

However, speakers do have the option to use a otiger than the
expected one, but such a choice would be markedl-thaus carry additional
communicative value compared to the unmarked cddenarked choice
could be motivated either by a desire to redefineegate the RO set of the
current interaction, or it could be intended toieed a special rhetorical
effect (Myers-Scotton 1993: 139). The latter scenawould be similar to the
notion of metaphorical switching introduced earl®nother important aspect
of the markedness model is the concept of sequentiemarked code
switching (Myers-Scotton 1993: 117). The idea bdhihis term is that in
some communities or relationships, the unmarkede ciself might be
recurrent code switching. In these cases, we nesdassign a specific
meaning to each switch, but can see the overa#nmaas significant.

The major strength of the markedness model is usigdly its ability to
reconcile individual psychological agency with shrlinguistic norms.
However, it needs to be said that the model relrelanguage attitudes being
relatively homogeneous across the community. Inuactfact, group
membership and shared norms will often be a mattedegree Myers-
Scotton (1993: 91, 109) draws attention to thisbfmm herself, but argues
that empirical data generally support the assumpdioshared norms in the
wider community. For those instances where thisids the case, Myers-
Scotton (1993: 142) introduces the concept of empboy code switching,
which if applicable overrides the other principleshe model. That is to say,
if an underlying social consensus as to the unndarkede is missing,
speakers must first, through a series of switchsi®blish an unmarked code

S This issue is related to varying conceptualizatia linguistic communities (as speech communities,
communities of practice, social networks, ...) dmgir respective advantages and limitations. Ailketa
discussion of these questions can be found in Sdine2009: 27ff.).
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for the new communicative setting. Still, it coldd argued that the model,
through its reliance on socially encoded norms, rhast explanatory power
in the study of established bilingual communitieghvstable sociolinguistic
conventions. In more novel or impromptu cross-galtgettings, or whenever
speakers have yet to negotiate their relative bqamaitions, it might be
necessary to supplement the model with other thieat@pproaches, such as,
for instance, communication accommodation theory.

2.3 Communication accommodation theory (CAT)

Communication Accommodation Theory (Giles, Taylor Bburhis 1973;
Giles & Coupland 1991; Coupland, Coupland & Gil&®1: 25-53) is an
addressee-centered model of code selection wheWwsvicode choice as a
process of negotiation between the participantsanninteraction. It was
formulated in reaction to models of code choiceavhviewed context as
central to the selection of an appropriate coddée@&$: Coupland 1991: 62).
Discussed in relation to the markedness model, @ATelpful in that it
explores how unmarked code choices come to be listiath between
speakers and, by extension, within linguistic comitmes. It thus sheds light
on the deeper social meanings of linguistic norang] introduces a dynamic
element into our conceptualization of code selectio

Convergence is the most basic concept and defatioroin CAT,
meaning that there is a general tendency in venbatactions to arrive at a
relatively uniform code, even if both speakers abée to comprehend the
code their conversational partner is most fluer#t\While a bidialectal set-up
certainly allows for greater nuance in the chotself, a bilingual setting, too,
offers an array of possible options, from exclulsivasing one of the
languages involved to employing both to an almogtiaé degree (cf.
sequential unmarked code switching above). In efdiCAT can be used to
explain accommodation in terms of the speech rateabulary, and
complexity of grammatical constructions in instasmoghere not all the
speakers are equally proficient in the varietie®ived (Coupland, Coupland
& Giles 1991: 26, 29).

Divergence, the opposite of convergence, happerspabkers want to
underline their mutual differences, i.e. if theyvaalittle to gain from
establishing a shared identity with their respecimerlocutors. While clear

6 Note, however, that exceptions seem to exist.ndatf1997: 149) identified a pattern among teachers
VBS (primary level) in which speakers retain th&itive codes, relying mostly on receptive bilindgsral
Huttner (1997:149) categorizes this pattern asaiapcase of sequential unmarked code switching.
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divergence will be seen as uncooperative most ef ttne, and would
therefore run counter to the goal-oriented natfiraast verbal interactions, it
needs to be borne in mind that accentuating diftte might be desirable to
speakers in some conversational settings. Additignfull convergence is
not always desired by conversational partners gidgover-accommodation,
I.e. an amount of convergence which is viewed asanranted by the social
situation or the social relationship, might be pered as a form of mockery
rather than motivated by a genuine desire to brtdgesocial gap (Coupland,
Coupland & Giles 1991: 30).

3. Context

The empirical research was carried out at two Bigltools affiliated with the
project Vienna Bilingual Schooling (VBS). Since itxeption in 1992, the
program has expanded to comprise instruction atea#ls of primary and
secondary education, with an overall student pdijmmaof approximately
2,300 at more than fifteen different schools (Siomps personal
communication). Vienna Bilingual Schooling caters to a linguistiga
diverse student body, and its professed aim igdwige an education that is
both bilingual and multicultural. Though specialestion-criteria apply to
ensure the proficiency of the students in the taogliages of instruction
(English and German), the schools are tuition-fra@ch distinguishes them
from other internationally-oriented schools in \fian

On a formal level, Vienna Bilingual Schooling couleé described as a
dual language or two-way bilingual program (cf. 58004: 79), with
teaching time being allocated about evenly betw&entwo languages, and
neither language being phased in or out over &s.only a small fraction
of the student population falls into the categoinpalanced bilingual8 VBS
could also be characterized as a partial immersiwsagram, or an
implementation of content and language integragedning (CLIL)10 In its

7 These data come from my personal communicatian {8 April 2007) with Stuart Simpson, chief office
for bilingual programs a@turopabtiro, Stadtschulrat fir Wi€Rienna Board of Education).

8 For special provisions made for literacy educatibthe elementary level, see Huttner (1997: 89).

9 For statistics on this matter, cf. section 5. Boeritical discussion of the term ‘balanced biliafjuand
related matters, see Schekulin (2009: 15).

10Indeed, much research conducted within the contdxBS in recent years has focused on the
implementation and effect of CLIL within the progracf. Ackerl 2007, Dalton-Puffer 2007: 267,
Hittner & Rieder-Binemann 2007, Poisel & Felthand®0Seregély 2009. For an early longitudinal
study on the educational effects (limited, howetethe linguistic achievement in English by eletaeyn
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original conception, the program envisaged thatlestts from both German
and English language backgrounds would be taugjether with English and
German as the languages of instruction. The larggbagkgrounds were to be
about evenly distributed, so as to facilitate dearning in terms of language
competence both within and outside of the classroGimen the overall
demographics of Vienna, Huttner (1997: 94f) dem@tss that it is
unreasonable to expect such a quota to be metsiNptisingly, therefore,
previous studies found that the linguistic situatad schools in the program
was much more diverse, contradicting notions otlpetefined German and
English-speaking groups. The studies most detaledis regard, and closest
to the research being reported on here in termafs and outlook (i.e.
addressing such issues as code switching and cbadécec from a
sociolinguistic perspective) are Huttner (1997) aadhll (1999). Huttner
(1997: 160ff.) uses observational data and tadyejtiage experiments to
establish patterns of code choice in an elemensmiyool setting. She
concludes that German is the dominant languageisncontext, owing to the
dual forces of language proficiency and social emment. Grall (1999:
132ff.) relies on interviews and observational datatudy code choice at a
lower secondary school participating in the progrétar data again show a
gravitation towards German as the preferred langwdgnformal interaction,
except among native speakers of English. Reasarthifoare to be found in
the self-reinforcing nature of linguistically-bassdcial networks, according
to Grall (1999: 139). Like both the surveys of Heétt (1997: 82) and Grall
(1999: 104), this study will employ a compound noeliblogy of observation
and guantitative measurements. However, the diffeage bracket of the
respondents (upper secondary level — i.e. apprdgignaages 14 to 19)
allowed for the use of detailed questionnaires hess rhain data-gathering
procedure, an approach which was deemed infeasibias rejected by
school authorities in previous studies (Grall 196®4).

4. Methodology

Data for the central quantitative analysis werelectéd by means of a
guestionnaire distributed to approximately 300 oesients, the data from
which form the basis for a multivariate analysiscofle choice. A stint of
observation allowed me to impressionistically cboate the core findings of
the questionnaire survey:. by accompanying a field with a group of

school students with a German language backgroftedfaur years of bilingual instruction) see Pettz
Karpf & Zangl (1997).
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students who had not yet participated in my reseaas well as through

conversations outside the classroom while admimigie¢he questionnaires, |

was able to rule out that the quantitative datalbessh confounded by serious
misreporting. As mentioned in the introduction, sohing qualitative data

comes from some open questions in the questiormaae well as from

interviews and conversations with select groupsiadviduals. Elements of

these qualitative data will be drawn upon to exgiecsome of the linguistic

patterns identified in the core quantitative anialys

Previous research within the same context (cfi@e@®) suggested that
the students’ linguistic biographies are quite edriand often included a
combination of German, English, and various otl@rglages, both at the
level of home languages and as far as their preveolicational backgrounds
were concerned. From a methodological point of yidws entailed that it
was necessary to collect detailed linguistic angcational biographies from
each and every respondent, rather than relyingvenyobroad or simplified
categories.

The detailed nature of the questionnaire (cf. agpgnallowed for an
analysis that takes into account not only the dimgjaistic attributes of the
speaker, but those of the interlocutor as well.sTéxpanded the statistical
population from individuals to conversational pag$. In addition, the
possibility of non-convergence had to be considerethe design, so the
ultimate statistical population of this survey spresented by directional
conversational pairings. As the relationship betweespondents on
corresponding directional conversational pairings(almost) exponential,
coding all the possible pairings represented by itltdviduals who had
participated in the survey would not have beenilbdasA combination of
stratified and random sampling (cf. Tagliamonte 0P3) was applied to
arrive at a final sample of 1267 items (i.e. di@tal conversational pairings)
for analysis. Stratification was applied in thesethat approximately half of
all the tokens were selected from each of the dslid@and at the first school,
where this was possible, about an equal number daome each of the
various yeard? Beyond that, the selection of items was conduatedndom.

A small pilot-study ensured that the questionnaoald be completed in
the thirty minutes allocated by school authoritfeand allowed for fine-

11as the response rate at one school was much lletterat the other, this ensured the sample woulasbe
representative as possible.

12Again, to have a representative cross-sectioneofiiper-secondary level of VBS.
13which coincided with the maximum length of time@eumended by Dérnyei (2003: 17).
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tuning the structure and wording of the questiora¥#i An example of the
final version can be found in the appendix. In ordeeliminate any possible
sociolinguistic influence on the respondents, S5@@a of the questionnaires
were printed in each of the two languages (Englisth German), after which
all were thoroughly shuffled and distributed atdam.

So as to minimize variability in the external segtibetween the several
groups of respondents, the questionnaires wereyalhadministered during
school hours, and in each instance by the resaanainself. This was judged
likely to improve both reliability and return rateompared to having
individual teachers administer the questionnaibesause of a reduction in
age and power mismatch (cf. Wray, Trott & Bloom@88&: 178) vis-a-vis the
respondents. In explaining the procedure, | chosamitch between English
and German, so as not to prejudice the resultuugifrany own linguistic
choices. Given that the respondents are used ® swiching between these
two languages, it was judged that this would nohgmmise comprehension
of the task, while it would maintain neutrality tvitegard to the core variable
of my research. Internally, the questionnaire csiesof three parts, eliciting
in turn information on the sociolinguistic and edtiocnal background of the
respondents, the dependent variable of languagee;hand certain linguistic
and sociocultural attitudes.

5. Statistical procedure

The most precise terminology for the statisticabgadure used in the
quantitative analysis would be multiple logistiggression with a binomial
step-up, step-down setup, but following establisheashventions (cf.
Tagliamonte 2006: 217, Stevens 2002: 2, Tacq 139)/this article generally
refers to the procedure as multivariate analyssatstical cover tert? The
software utilized in this study Goldvarb X(Sankoff, Tagliamonte & Smith
2005), a multivariate application developed in @odration by linguists,
mathematicians, and statisticians at several Canaduniversities
(Tagliamonte 2006: 128, 158). For a differently dexdt step-by-step
explanation of the procedure as it is performed thig software, see
Tagliamonte (2006: 140ff). A detailed discussiontlaforetical and practical
issues with regard to the multivariate analysishefdata of this study can be

14s0me guiding references in the questionnaire desigre Dornyei (2003: 19ff) and Wray, Trott &
Bloomer (1998: 179ff).

15 (socio-)linguistics, another commonly used tewould be VARBRUL, or variable rule analysis
(Tagliamonte 2006: 130).
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found in Schekulin (2009: 56ff.). Merely sketchiogt the most essential
characteristics of the approach it could be sunmedrias follows: in
sociolinguistics, as in any discipline involving csl and cognitive
measurements gathered in a naturalistic fashialgp@endent variables often
stand in a relationship of multicolliniarity or namthogonality. For instance,
this study investigates, among other things, tlileence of home language
background, educational language background, amdjubge attitudes.
Unfortunately, it cannot be assumed that theseoffactwork wholly
independently of each other in relation to the depat variable of language
choice. That is to say, some combinations of tivasbles will occur more
frequently than others, as they potentially retateach other in a non-random
fashionl6a fact that would confound the results of sepasttistical tests on
their effects. A multivariate analysis, on the othand, accounts for these
interactions, and attempts to establish a modélréq@esents the individual
and truly independent effects of each of the véeslactors. Only those that
enhance the predictability of the model signifidyaare incorporated?

6. Analysis

The fact that for each conversational pairing udlticipants indicated their
predominant language of conversation leads to tvainpinary questions:
first, how well do the responses from each convensal pairing match up?
And in those cases where they do not, what is @nogpate explanation for
the discrepancy? Looking at the five options giuerthe questionnaire (see
appendix), it could be said that any two adjacat¢gories do not represent a
very marked contrast, and differing responses withat range could easily
be attributed to slightly different perceptionsioterpretations of the scale.
Any discrepancy of more than a category, howeveulavbe quite marked,
and thus warrant further scrutiny. However, of thpproximately 600
conversational pairings represented by the tokedged; only 29 exhibited a
discrepancy of more than a category on the 5-psaatle. This number
corresponds to less than 5 percent of the datapingeéhere was remarkable
congruence in the language(s) reported as usedabii eonversational
pairing18 This in itself already represents an importantifigd which will be
commented on further in the discussion of the testfom a methodological

1680mething Tagliamonte (2006: 139) evocatively ieferas “hollows’ and ‘dips™ in the data.
17This is calculated at the customary level of 95.

18OnIy students sitting very close to one anothahéclassroom would have had a chance to compate ea
others’ responses, and even this was not encouraged
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point of view, it was judged that those few marklestrepancies that did exist
in the data more likely represented mis-reportsenathan actual instances of
non-convergence. This conclusion was reached botlgrounds of their
patterning, and based on my own observation ofrin&b conversations
between student®. This, together with their small number, made a
convincing case for the exclusion of the 29 respedokens from further
quantitative analysis. The following table summesizhe pattering of the
dependent variable after these exclusions:

Total N 1,267

% N
mostly English(E) 5.1 64
English with some Germae) 8.9 113
about equal amountb) 3.9 49
German with some Englidlg) 11.7 148
mostly Germar{G) 70.5 893

Table 1. Overall distribution of the dependent variabldasfguage choice

Overall, an overwhelming number of conversatioratipgs use German in
informal interactions. This is very much in line tivithe findings of
Hattner (1997: 119) and Grall (1999: 133), who bathved at very similar
numbers, despite the slightly different populatiomg¢erms of age, and their
varying methodologies. Which factors are respossibr this overall
distribution is the focus of the following multivate analysig? Two models
were produced at this stage: the first (sectiorn) €étuses on the contrast
between English and German, followed by a secoralysis (section 6.2)
focusing on the use of mixed codes.

19Mostly, these discrepancies consisted of cases wespeaker with a German-language background
reported to be using (mostly) English, while thHenglish-language interlocutors reported the opposit
not an impossible, but an unlikely scenario givies tesults of previous studies in similar conteaty]
one | saw no evidence of during my research. Tédsrhe to assume that in these few cases, the codes
reported were rote answers based on the languaggroand of the interlocutor rather than well-foedd
estimations of linguistic choices.

20t is common in a multivariate analysis to proviealetailed coding scheme of all the variables edter
into the model, and how they were extracted from dw data. In the case of this study, most of the
factor labels are relatively self-explanatory, dhelir coded form flew quite naturally from theirrfio as
raw data in the questionnaires. This is not to jmplat the intervening process of coding is trivial
however. The various issues that arose are addressletail in Schekulin (2009: 68ff.).
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6.1 Multivariate analysis AEnglish vs. German

Table 2 summarizes the main effects (factors) asy thppear in the
multivariate model of code choice. The contrasthis analysis is between
English (mostly English (E), English with some Garm(e), or about equal
amounts (b)%¥! on the one hand, and German (German (G) or Gernithn w
some English (g)), on the other. English is thdi(eary) application value,
l.e. the value that the percentages and factor hiigf the multivariate
analysis denominate. Following the layout suggeste@lagliamonte (2006:
247), the first column gives the factor weights,ickhare the computational
output of the multivariate analysis and the ba$ighe constraint ranking, i.e
the ranking of the various factors and factor Isvdlhe other two columns
give conventional descriptive statistics to giveeiter understanding of the
distribution of the data, and to help in the intetption of the factor
weights?2

Analysis A:English vs. Germar{application value: English)

Corrected mean .039
Log likelihood -241.79
Total N 1,267
FW % N
HOME LANGUAGE BACKGROUND OF ADDRESSEE
English only .998 92.6 27
English and a 3rd language .983 68.6 121
A 3rd language 975 54.5 55
English and German .695 21.2 76
English, German, and a 3rd language .588 14.5 99
German and a 3rd language .394 9.3 226
German only 215 5.0 663

21 For the reasoning behind the allocation of categio), cf. Schekulin (2009: 69).

227he percentage column gives the ratio of applicatio the respective group, while the final colugines
the sample size N for each factor level, not thealmer of applications. Put more technically, thetftio
columns of factor weight (FW) and percentage rédethe application value, whereas the final column
counts all items. In consequence, the percentageslimn two do not add up to 100 percent, whike th
N’s in the final column should approximately add topthe overall sample size. The reason why this is
not always exactly so is that sometimes respondefit®ut certain fields, so that their item hadb®
excluded from the calculations of the factor weighf a specific independent variable. For instance,
some students omitted the question about theiraual background, or provided incomplete data. In
GoldvarbX such items can still be included in the overabilgsis, but are left out in the calculations of
the factor weights of the missing independent \deidTagliamonte 2006: 178).
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FW % N
HOME LANGUAGE BACKGROUND OF SPEAKER
English only .996 95.2 21
English and a 3rd language .954 59.8 117
A 3rd language .948 43.9 57
English and German .676 21.6 72
English, German, and a 3rd language 518 194 97
German and a 3rd language 470 10.0 229
German only 271 7.6 674
EDUCATIONAL LANGUAGE BACKGROUND (SPEAKER)
Other .822 75.0 12
English 72 53.0 100
German-English bilingual* .617 22.1 485
German .350 5.7 600
* predominantly VBS
MEDIA LANGUAGE PREFERENCE SCORESPEAKER)
5-6 points, preference for English [.596] 30.0 266
3-4 points, balanced consumption [.475] 14.3 638
0-2 points, preference for German [.428] 9.0 363
GENDER CONSTELLATION
Female speaker, male addresgee [.609] 16.2 260
Male speaker, female addres$eg [.522] 16.6 241
Male speaker, male addres¢bb [.466] 13.3 128
Female speaker, female addreg$9e [.454] 19.6 638

Table 2: Multivariate analysis of several sociolinguistacfors hypothesized to influence
code choice in informal conversations among stigetVienna Bilingual Schooling
(upper secondary level). Factor groups not selezs$esignificant in square brackets.

Before discussing the actual results of the muitata analysis, it might be
useful to look at the simple descriptive statisb€she population that can be
read off of the final column, without even considgrany effects on the
dependent variable. For the first two factors, ¢heésscriptive statistics show
that German home language backgrounds dominatstiwdimg more than 50
percent of the sample, even if monolingual Germatkgrounds are
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contrasted with all others combined. German edaocatibackgrounds, too,
predominate, representing about 51 percent ofdhek. Around 40 percent
are represented by previous educational backgroand¥8S23 8 percent by
predominantly English-language educational backgisuand 1 percent by
previous schooling mostly in a third language. distribution for the media
language preference score approximates a bell-@¢drvwhereas the
descriptives for the gender constellation reveal ttemales are far more
numerous in the student population, outnumberintéesnhy approximately
seven to three>

Moving on to the multivariate analysis (column qrtee most prominent
factors in the model are the home language backgowf speaker and
addressee. That these two factors exhibit verylainsiffect sizes and factor
weights naturally follows from the observation madarlier that each
conversational pairing arrives at a relatively amf code. The ranking of the
factor levels within each factor very neatly migaxpectations. Expressed
verbally, one can say that the more German is usélde home, the higher
the likelihood that it will be the dominant code oate in informal
conversations at school. The less self-evident dhdrefore more
consequential part of this statement is that thevexse is not as accurate a
description of the pattern. This is because tlarfjlage speakers pattern with
English home language backgrounds, and less witm&weEnglish bilingual
speakers or German speak&§ollowing the home language backgrounds,
the next variable in terms of explanatory powethis educational language
background. Again, the constraint ranking is qstraightforward to explain,
except maybe for the fact that the highest facteight is represented by
educational backgrounds were instruction was mastha third language,
other than English or Germ&n.Finally, two factors were not identified as
significant in the multivariate analysis: the methaguage preference score
and the gender constellation. In the constrainkire the media language

2?’Including a smattering of other German-Englishrigjlial (i.e. non-VBS) backgrounds.

24 Not surprising for the only variable that has ateival rather than a nominal scale.

25(F) and (f) combined versus (M) and (m) combinebisTstatement about the student population is, of
course, an extrapolation based on the statistiplifation of conversational pairings representedhey
data. Given that pairings were selected at randeumh extrapolation is permissible, and can — by
extensions — be applied to all other variables.

2670 explain this particular pattern, the discussialh in more detail look at the linguistic biograigls of
speakers of the third-language group.

2This observation links up with the one just madthwegard to the factor weights of third-languagenk
language backgrounds.
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score comes before gender constellation. Moreaber, patterning of the
factor levels of the score follows the natural yesis, with a preference for
English leading to a more frequent use of the laggu There is thus some
indication that an effect might exist, but thatmsagnitude is too small to be
picked up in the analysis. A prime factor in thisght be that there is
considerable covariance between this variable hedthree dominant ones
above it in the constraint ranking. A student wisesiEnglish as one of her
home languages is also likely to consume more Emgginguage media. The
reduced factor of multivariate analysis, in whidhe teffects of all the
previously selected factors have been filtered muthen no longer able to
account for enough additional variability to be luged in the model.
Nevertheless, the neat pattern suggests that & sfaimedia language
preferences might well have yielded statisticallyngicant results with an
even larger sample. Gender constellation, on therdtand, is not only the
factor with the least explanatory power in statetiterms, but also exhibits a
constraint ranking that would be difficult to prdei a reasoning for. What is
more, this is the only factor in this analysis ihieh the factor weights are at
odds with the raw percentagésso that there is little indication in the data
that would suggest the differences in this variadke anything but random
fluctuation.

6.2 Multivariate analysis Bvlixed codes

In this second analysis, the application valueefgesented by mixed codes
(i.e English with some German (e), about equal art®(b), or German with
some English (g)), which is contrasted with thelemtivity of monolingual
choices (i.e. English (E) or German (G)).

Analysis B:mixed codegapplication value: all mixed codes)

Corrected mean 73
Log likelihood -566.09
Total N 1,267

28Meaning the factor levels would be ranked compjetiefiferently on the basis of the raw percentages —
indication that a factor has to be interpreted walhtion.
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FW % N
HOME LANGUAGE BACKGROUND OF ADDRESSEE
English and 3rd languag et 46.5 121
English, German, and a 3rd langu 704 36.4 99
English onl .69¢ 37.C 27
A 3rd language .665 30.9 55
English and German .638 27.6 76
German and a 3rd language 496 18.5 227
German only 215 11.9 664
HOME LANGUAGE BACKGROUND OF SPEAKER
English and a 3rd language .693 43.6 117
A 3rd language .600 33.3 57
English and German .582 26.4 72
English only 518 33.3 21
German and a 3rd language A76 17.0 230
German only 461 15.7 675
English, German, and a 3rd language 459  20.6 97
GENDER CONSTELLATION
Male speaker, male addressee (M) 613 26.9 130
Female speaker, female addressee (F) 532 234 638
Male speaker, female addressee (m) 439 15.8 241
Female speaker, male addressee (f) 421  15.0 260
EDUCATIONAL LANGUAGE BACKGROUND (SPEAKER)
Other .782 58.3 12
English .614 36.6 101
German-English bilingual* .540 23.9 485
German 442 13.5 601
* predominantly VBS
MEDIA LANGUAGE PREFERENCE SCORESPEAKER)
5-6 points, preference for English [.548] 29.1 266
3-4 points, balanced consumption [.483] 17.7 639
0-2 points, preference for German [.474] 15.8 364

Table 3: Multivariate analysis of several sociolinguistacfors hypothesized to influence
code choice in informal conversations among stigetVienna Bilingual Schooling
(upper secondary level). Factor groups not selez$esignificant in square brackets.
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Four out of the five factors were identified asndigant in this analysis: the
language backgrounds of speaker and addressegertder constellation, and
the educational language background. Not too medds to be said at this
point about the three factors that were significdanthe previous analysis.
Given that, generally speaking, there are many emational pairings that
exclusively rely on German, but very few that rekclusively on English, it
Is not surprising that, on the whole, those languagckgrounds that had high
factor weights in the first analysis likewise res relatively high scores in
the second. The most predictive variable selecyetthd multivariate analysis,
the home language background of the addressee,ssaovespecially neat
pattern. The home language background of the speakees second in the
constraint ranking, but we must note that this titne range of the factor
weights, in other words the effect size, is smdhan before. Very likely, this
is the result of a slightly higher number of misohe#d conversational
pairings compared to the first analysis. Whereasnhin analysis divided the
data along a very natural fault line provided by #imost non-existent middle
category, the second analysis could not rely oh sucobvious pattern in the
data. Gender constellation was identified as thed tisignificant factor
contributing to the extent of code switching. TlEsn conspicuous contrast
with the first analysis, which did not identify $hifactor as significant.
Looking at the factor weights more closely, thegacly suggest that intra-
gender conversations favor code switching, whilerigender interactions
disfavor the practice? It is certainly interesting to note that gender glaet
seem to influence the choice of language, but tfratgender constellation
appears to affect the amount of code switchingindirfg which will be
commented on in the discussion. As in the previanalysis, the media
language preference score is not a significanbfagtgain, this is likely the
result of covariance between this factor and softleeostronger variables. As
for the constraint ranking, the comments made w#bard to the home
language backgrounds and the educational languagi@tound apply.

7. Discussion

In taking stock of the data, the very first obséora concerned the
congruence of the codes reported by conversatipaiaings. This fact was
interpreted, in part, as a vindication of the resealesign, but beyond these
methodological considerations, the observationitmgmrtant sociolinguistic

29t must be noted, however, that multivariate analg®es not, strictly speaking, identify which aasts
within a factor are significant, only that theirezall effect is significant.
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implications. First, it suggests that there arelv@stablished unmarked codes
for almost all conversational pairings at VBS. Setat can be argued that in
informal conversations among students at Vienna@ilal Schooling, these
agreed-upon unmarked codes are mostly determined they social
backgrounds of speaker and addressee, rather ithewgrained contextual
factors beyond the formal-informal (classroom /+otassroom) distinction.
After all, if more subtle contextual or domain-teld factors did play a
primary role, this would be reflected in a highember of incongruities, and
would likely have evoked comments to that effecnfrthe responden$s.
The matching responses and the high response matevalence that these
established unmarked codes are generally trandp@réhe members of the
community, a fundamental assumption of the markssimaodel. Viewed
through the prism of speech accommodation theborgam be asserted that
psychological convergence is mirrored in linguistamvergence among the
students at the upper secondary level of Viennadgibl Schooling. This last
point means that social rapport is establishedutlitoa common linguistic
code. This is the default scenario within speeatoamenodation theory, but
differs from psychological convergence without lingjic convergence — a
scenario reported by Huttner (1997: 149) for soroaversations among
primary school teachers at Vienna Bilingual Schugphl

Multivariate analysis established that of the wasiosociolinguistic
factors, the home language backgrounds of the csatienal partners are by
far the variables most predictive of code choicais;T coupled with the
overwhelming number of German-language backgrounu=sans that few
informal conversations are conducted in EnglishttA¢ point, the question
arises why this link between home language backgt@nd language choice
Is so strong. One reason often given is that ajuiistic competence and
corresponding communicative efficacy. Hamers & BI§@2000: 144) refer to
this as the linguistic competence principle, whsthtes that “the sum of the
individual communicative competences of the intutors [should be]

30Plus, my observation did not provide any indicasiamthat direction, either.

3:I-Though not the focus of this study and thereforly sapported by impressionistic data, this patteas
not observed in interactions among teachers ats#twendary level. Indeed, a remarkable number of
conversations between German-speaking and Englishking teachers were conducted exclusively in
English, especially among the younger generatiotheffaculty. This discrepancy in relation to bdik
findings of Huttner (1997: 147), as well as thedstut data from this study begs for an explanation.
relation to the former difference, the more acadeity oriented environment at the upper-secondary
level as well as elements of a linguistic changgriogress could be proffered as explaining factirs.
relation to student conversations, the differereanss to lie in the fact that relations betweenheexare
mostly professional in nature, whereas peer-to-pgeraction among students is much more personal.
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maximum”. To a certain extent, this principle wiké part of the underlying
conditioning process in my data. Except in popataiwhere most speakers
are very balanced bilinguals, it must be expeabefdature into the equation.
Nevertheless, several arguments can be made im tdva more complex
process of conditioning, in which language competers but one factor.
Hamers & Blanc (2000: 144) themselves name inflaenevhich can
counteract the linguistic competence principle, agiothem social,
situational, and discourse factors, as well as a&ireleto establish
ethnolinguistic identities. In the case of my owataj some of these forces
seem to play an important role, though they tendeiaforce rather than
counteract choice processes based on the lingustigetence principf
That is to say, the strong link between home laggubackground and
linguistic choices seems to be attributable notetyeto levels of language
competence, but likewise to social factors, inalgdssues of identit§3

One important line of evidence in this regard corfiem the responses
received to certain open questions, in particukms two and three on the
final page of the questionnaire (cf. appendix). Tle questions are mirror
images of each other, asking respondents how gedyabout native speakers
of German conversing in English (amongst each pthed vice versa. It
could be argued that the way the two questions yuetaposed made it likely
that respondents — motivated by what could be teérfimgyuistic political
correctness — would give matching answers. A sanbatanumber of students,
however, gave reasoned arguments why one is ditfdrem the other. In
virtually all of these cases, the use of Germanrgmiénglish-speakers was
deemed more acceptable than the reverse. The reassistently given was
that in Austria, German is the established languade day-to-day
communication, so the use of English by German lsgreawould be odd
outside of a specific circumscribed or formalizeshtext. Terms such as
weird, ridiculous, embarrassing and everstupid were all used to describe
this linguistic pattern, e.g.

(S1) I think it's weird if people talk [E]nglish stead of German.
(S2) [1] find it rid[d]iculous unless someone tliktesn’t speak German is with them.

When the pattern was deemed acceptable, the predntmieason given by
students was that it is a form of practice.

32an example of the pragmatic notion of maxim confleedescribed by Burt (2002: 996).

33 For a more detailed discussion of the conceptleftity, and how it has been variously applied inith
sociolinguistics, cf. Schekulin (2009: 42ff.).
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(S3) I think it is good for them to improve thei]pglish.

In an almost contradictory fashion, comments intla@ovein stressed that a
switch to a non-native language by two speakerghef same linguistic
background is only acceptable if they possess exitte proficiency in the
other code:

(S4) 1 think it's cool if their English is good bift they speak [...] bad English it's
horrible to listen to.

In short then, attitudes towards this linguistitt@an were ambivalent at best.
The converse, however, i.e. the use of German béglksrs of other languages
even if they share greater competence in anothée,cis not necessarily
against social conventions within the context ofS/B'he same student as in
a previous example described it the following way:

(S1) It depends on where they are. If they talkndzer in Austria [...] | feel it [is]
polite and friendly, in other countries it would teange in my opinion.

And (S4), who felt only German speakers with a vgopd command of
English should use the language amongst themseda&sthat the reverse is
acceptable irrespective of language competence,

(S4) [...] because if they live in Austria they bae improve their German.

Another student makes a very similar point, writthgt though she feels it is
weird for German-speakers to use English in infére@nversations, the

inverse scenario is acceptable because non-ngakers of German need to
practice the language so that

(S5) [...] they can speak the national languagé&usitria [my emphasis].

The very same student said that she had very ypesdititudes towards
Vienna Bilingual Schooling, as it helped her to e her English, and that
she was proud of what she had achieved there nmstef her own bilingual
competence. Overall, it might be worth pointing that in the final essay
question, praise of the multicultural and multilirad) nature of VBS was a
persistent theme:

(S6) It might have increased my cultural understamand made me spontaneous and
open for differences.
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(S7) As a result of the multi-cultural nature oktktudent body, | have learned
tolerance and respect for other people and théiures [my translation$4

(S8) I have got to know many different cultures] &garned to express myself in more
than one language [my translation].

It is therefore all the more interesting to notatthregardless of such
international or multicultural orientations, the tioo of territorial
bilingualism (cf. Hamers & Blanc 2000: 3%)is a deeply entrenched
sociolinguistic norm at VBS. As | will argue at meolength in the following
section, this norm speaks to the embeddedness &fwiBhin a wider, more
overarching linguistic community.

The many responses that described the use of BEnglisinformal
conversations among German speakemsas], embarrassingor ridiculous
moreover point to the important relationship betwemode choice and
identity. This became even more apparent in sewthar comments, one of
which | found very evocative because of its eloquese of code mixing®é

(S9) ...finde ich irgendwie wannabe... [gloss: [sumehavior) is indicative of a
'wannabe’ attitude; punctuation: original].

Transposed to the plane of social psychology, anddcsay that a desire to
become a German-English bilingual, in the sensesoshebody who uses
English throughout a wide range of domains rathentjust within a
professional or educational context, is perceivedireauthentic — a clear
pointer towards the importance of factors of idgrih code choice.

A very similar opinion was expressed by anothed et

(S10) I think it's rather embarrassing, and | ddaibw who they want to impress or
what they want to prove by it [my translation].

34Approximate|y half of the comments were in Englatid the other half in German. Almost invariably,
students followed the language of their questiorenaiproviding further evidence that overt
accommodation in the form of linguistic convergerisean important linguistic principle in this
population. An awareness of this was expressednbystudent in relation to the final item on page¢h
of the questionnaire, which asked students whictgdage they would rather use to make a good
impression on a teacher. She responded that ymotagally put it that way, because the polite ghis
to respond in the language the other person igjusin

35 Defined very briefly, territorial bilingualism maa that languages are separated by geographieaidoc
rather than social or contextual factors such as, ethnicity or domain. By extension, it couldatefer
to the belief / the linguistic attitude that thisographical separation is natural and /or ougbikist.

36 The student starts her comment in German in resptmthe German question on her questionnaire, but
adds final emphasis by mixing in an Englisbt juste
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Thus, if there is no justification on the grounddlee linguistic competence
principle to switch to a non-native language inomfial conversations (for
German speakers), it conveys an attitude of alasfraed lack of solidarity
for many respondents in my study.

Finally, | would like to quote one response thatsweery interesting
because it did not express disapproval of the Igigupattern as sucl,yet
clearly showed the same concerns related to thertant functions language
plays with regard to group identity and solidarity.

(S11) I think it's good, as long as they don’'t madkerisive comments about the
German language [my translation].

On a final note, which applies to the whole arguimaivanced up to this
point, | would like to argue that social factoradddmguistic competence are
inextricably linked in a positive feedback cycles Aspeakers of other
languages perceive (consciously or subconscioasliyjessure to adapt to a
German linguistic norm, especially children andneegers will soon acquire
high levels of competence in this language. Thismsehat more and more,
the linguistic competence principle will likewisavbr the use of the German
language in many conversational constellations.v€mely, students with a
German language background will have less of aromppity to practice
informal, conversational English because of thesegsses, which further
reinforces the cycle. At this point, it might bepappriate to discuss the group
of third language speakers, who seemingly resistgineral trend towards
German identified for so many other speakers. Basea closer study of the
individual biographies of the members of this sngatiup, it can be said that
the respondents in this group are generally reaamntals to Austria. In all
likelihood, they had had little exposure to Gerntmafore that, so it is not
surprising that they pattern with English-speakstgdents in the analysis,
presumably because of a lack of language competerigéerman.

This naturally brings me to the third variable thaas identified as
significant in the main analysis, viz. the previaducational background of
the respondents. The order of the factor levelgislignment with their
hypothesized effects, with previous education myostl English or a third
language favoring the application value (i.e. tlse of English in informal
conversations), a previous educational backgrouikhinvVienna Bilingual
Schooling slightly favoring it, and previous educatin German disfavoring

37and indeed, not all comments did. However, thosg there more positive generally expressed the same
attitudes towards switches in both direction, anchany instances were rather non-committal.
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it.38 | would like to stress that, as the result of iwaliate analysis, these
numbers represent the effects of previous eduatioackgrounds with any
effects of home language backgrounds filtered ubther words, the fact
that respondents with home language backgrounds dffan German will
also more frequently have a non-German educatioaekground cannot be
assumed to be the cause of the effect observéa imtitivariate model. That
one can discount the possibility that the effecbie variable is merely a
covariate effect of other factors is precisely thpecial quality of a
multivariate approach.

As far as analysis B on mixed codes is concerrasl,imteresting to note
how closely tied up the practice of code switchmgvith the use of English.
The effect can be observed in the factor weightswall as in the raw
percentages of the initial distributional analydie.a certain degree, this is a
knock-on effect that stems from the overall domoenof German. However,
| would like to argue that a general ambivalencgatals code switching is
another result of the norm of territorial bilingisah. The very idea that
language choice should be governed by externabr&aads central to this
norm, and this naturally discourages code mixinger@ll, the response rate
to (and informativeness of) the section on codeachuig on the questionnaire
was not particularly good, but a certain ambivadenowards the practice
probably best describes the tenor of the repliescéived. Respondents who
(partly) grew up in outer circle countri®often expressed the most positive
attitudes. This is not surprising, given that thesspondents are most
probably familiar with social settings in which dueent conversational code
switching is the rule.

A very interesting finding in the second analysiaswthat the gender
constellation seemed to affect the amount of codéclsing between
conversational partners. We must note that thectkeffe not particularly
pronounced, but the fact that intra-gender intevacslightly favors the
practice of code switching could be by virtue afduced social distance in
these pairings. However, this seems to be a patt&ihdoes not register
consciously with respondents, as there were no antsrio that effect on the
guestionnaires or in my intervieWs.

38The special position of the very small group whoereed their education mostly in a third languags h
already been discussed.

39 Following Kachru's (1992: 356) three circles modéglobal English.
40 which can be contrasted with the numerous resppatheechoice between English and German evoked.



86 VIEWS

8. Contextualization, conclusion, and outlook

In the preceding section, the quantitative anditpiale data were interpreted
mostly with a view to their immediate context aeWina Bilingual Schooling.

In conclusion, | would like to sketch out ways ihieh the data of this study
might relate to issues such as the developmennghdh as an international
language, and models that have been proposed toilwkests spread. This
discussion naturally links up with larger questionsgarding the

representation of sociolinguistic communities mgeaerally.

Much has been written about the likely further sgref English in what
Kachru (1992: 356) termed the expanding circle Qzfystal 2003: 27, Berns
2005: 85), and in a way, VBS could be considerpdasentative of this trend.
After all, the use of English in Austrian educationtside of specified
language classes is a relatively novel phenomeobrDg@lton-Puffer 2007:
46). However, Bruthiaux (2003) cautions againstning conclusions from
data on any specific (small-scale) linguistic comity in effect questioning
the very utility of the three circles model and generalizations that underlie
it. He argues that the model can no longer deajutely with global English
in the 21st century, and has

outlived its usefulness. [Instead,] a 21st centltgrnative [is needed] that focuses
[...] on the specific sociolinguistic characterissi of English-speaking communities
wherever they are found. (Bruthiaux 2003: 1)

Increasing sociolinguistic fragmentation among pafions is seen as a major
effect of global English in this view, renderingiitfeasible to summarily
describe the status and role of English in any tguor territory. For
instance, Bruthiaux (2003: 169) suggests that, lvothe outer and expanding
circles, command and use of English vary as muckducational level and
social status as by location. Widely varying estasaof proficiency levels in
these countries are put forward as an indicatomobherence within the
model in this regard.

It would be a fair assumption that VBS is a cantdidar such linguistic
exceptionalism, rendering it unrepresentative ovettgpments within the
wider social context. Based on the evidence ofghidy, however, one could
argue that a strong uniting factor for a linguist@mmunity might lie in the
persistence of certain sociolinguistic norms rattiean in the strict
homogeneousness of its population in terms of Istgurepertoires. The
community at Vienna Bilingual Schooling is bilindquan its working

41 Obviously, ‘English-speaking’ is used here in ayveide sense, referring to any community that has
adopted a form of English as part of its repertoire



19(1&2) 87

languages, and multilingual in its home languagekfeounds, yet it clearly
follows expanding-circle conventions in its lingigschoices in informal
conversations. This speaks against the notion ofeasing fragmentation
within the expanding circle, at least as far as es@wssential sociolinguistic
norms are concerned. Another issue is whethermitreasing use of English
in certain higher domains (and concurrent high Ievad proficiency) are
restricted to specific sub-sections within socid#ere, Bruthiaux’'s (2003:
161) claims as to fragmentation within the expagdircle might be more
applicable to Vienna Bilingual Schooling. Howewvgiven the increasing role
of English in both higher and secondary educatioAdustria (Dalton-Puffer
2007: 45ff.), VBS might be less exceptional thanitially appears.

The argument that has so far been put forward graréicular level
(‘modeling English as an international languages) reflected in the
conceptual differences between abstract and unsiesstch communities (cf.
Labov 1966 [2006]: 6) on the one hand, the inhegemnieralizations of which
are necessary to describe larger populations, ame nocalized concepts
such as communities of practice (cf. Eckert 2008), 4n the other. VBS
could be characterized as a community of practinged by certain linguistic
practices and attitudes. Nevertheless, the datatincs study demonstrate that
this particular community of practice is nevertissleelatively well embedded
within a larger speech community, which views Gearmas the
default/preferred code for informal interacticis.

The extent to which small-scale linguistic commiasit share in the
overarching norms of a wider speech community isgaurse, a matter of
degree rather than categoricity, and might varkitragpwn to the level of the
individual. As Milroy & Wei (1995: 146ff.) demonstie, such individual
differences can often be explained by recoursed¢@mbknetwork analysis. The
detailed tools of this approach can reveal why lspesawho are part of the
same community and ostensibly have the same sbeaigkground might
exhibit different linguistic attitudes and pracgdé

4245 evidenced by some of the metalinguistic commbntstudents quoted earlierational languageetc.).
Note that even within Labov’'s original speech comitw of New York City, the overarching
commonality was identified to lie in common evalaas$ of certain sociolinguistic variables (Labov669
[2006]: 329ff.). By extensions, one could arguetthaspeech community is characterized more by
common language attitudes than uniform linguistacfices. As mentioned in a previous footnote,aor
more detailed discussion of various conceptuabmatiof linguistic communities (speech communities,
communities of practice, social networks), and rtheethodological interrelationship, cf. Schekulin
(20009: 271t.).

43 schekulin (2009: 94f.) provides an example of lib& concepts and tools of social network analyais ¢
be applied within the context of VBS.
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In short, then, Bruthiaux’s (2003) argumentatiom ¢ accepted in its
call not to disregard local or individual idiosyasres, particularly when such
disparities at the community level have importamtial implications. This
does not, however, necessarily justify the practwoaclusion to discard all
generalizations inherent in more overarching cotixceguch as the three
circles model. Expanding-circle linguistic commugst are characterized by
certain historical commonalitiéd, reflected synchronously in a norm of
territorial bilingualism, attendant language atte#g, and resulting patterns of
code choice. The incipient plurilingualism (with gsible diglossic
tendencies) introduced by the expanding use ofiEimgh certain domains
within the expanding circle is beginning to slowhodulate the rigidity of
this norm, but not in a drastic or rapid fashios far as can be judged from
the data of this survey. The claim that the threges model has “outlived its
usefulness” (Bruthiaux 2003: 161) thus seems toptemature. This, of
course, in no way subtracts from the usefulnessrmugssity of continued
research into particular linguistic communitiesttbemall- and large-scale,
their linguistic practice$? attitudes, and norms, any changes and modulations
they might be undergoing, as well as the wideraaanplications of these
changes.

Appendix

Sample questionnaire

44/iz. histories of linguistic nationalism (cf. Hetl@007: 1ff., Hobsbawm 1990: 102).

45 Both on the macro and the micro level, i.e. bdth way codes are allocated and dispersed in these
communities, as well as the shapes these codeglisBas’) take.
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Good maming,

Flase fill i tis grestionnaing to the best of pour knowledge, This i oot & exsm. These are o sight or wepng
answers I this puestionnwre, Just be honest, that's ail.

Al the answers vou give wall be treated with absclute confidentiatily, Your teachars, fellow puplls or parerts vl
mat-get to see yaur fillea-in guestionnsine,

Yaur first namae: [ ]

What isfare your first/ native language{s)7 | ]

which language(s) do you regularly use at home? (plesse be 85 specific as passible)
L =)

Ara you? female [1 miale O]

Schools you attended before coming to ([SCHOOL NAME)): (e.g. age: sohool, couniry, aaguage )

—_— EART A e —— Sy

FOR ALL OF THE QUESTIONS IN PART A, ITMAGINE THE FOLLOWING SITUATION: durfrg breéak of-school, vou &k
fo ane of your classmates about an everyday subject rabout whal you are going fo o over the weskend, for
axample ). Ir each box, wrile down the first name of 2 dassmate, then indicate which langeage {or combination of
languages) you would mormally. e when falking fo them. If you use the same fangrage with Several of your
classmates hen pou can alsp wite more than one. name into the ‘names' feld. Codess used: E = English;
G = German; 50% - 50% = sbout equal amounts of English-and German. IF you reguliay use & langiage other
than English or German with ore of your classmates phease wiite &0 i the ‘comments’ field, Please try to include
Al yolr classmatas n Vour questinnanre,

Name(s) of classmate(s): [ =3

La ;

I mostly E | Ewithsomets | 50%-50% | GwikthsomeE | mostly G|

[Ehmentﬁ: _]

Mame(s) of cassmata(s): | g |
mostly E | EwthsomeG | 50%-50% | CwthsomeE | mosty' G|

[comments: |

Name(s) of classmate(s): [

Language:

[ mostlyE | EwithsomeG | 50%-50% | GwithsomeE | mosth G |
mMame(s) of dassmate(s): | |
La ;

I mastly E | EwithsomeG |  S0% -S0% | Gwithsome® | mostly G

L]

Eﬁmﬁrﬁ'ﬂm:
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Mama(s) of classmate(s): |

Language:
| mostly E [ with some G E00p-50% | GwthsomeE |  meostyG |
|[comments: |
Mame(s) of classmate(s); [ |
La 7
[ mosy E | E with some & 50% -50% | GwithsomeE | mostly & |
[Commants: 1
Mame(s) of classmate(s): | |
Languags:
| mastly E | E with some G 50%-50% | GwthsomeE | rngstly G |
[commants: |
Mame(s) of classmate(s): | |
La X
[ mostly E [ E with some G 50% -50% | GwithsomeE | mostly G |
[Comments: }
Name(s) of classmate(s): [ ]
Language:
[ mostiy E [ Ewithsome G E0% -50% | GwithsomeE |  mestlyG |
[comments: |
Mame(s) of dassmate(s): [ |
Languaga:

masty E | Ewith some 50% - 50 % | G with some E mestly G 1
|Comments: |
Mame(s) of dassmate(s}: | 2l
E! mastly E | Ewith some G E0% -50% | GwithsomeE | mosty G |
|comments: |
Mame(s) of dassmate(s): | |
[_"‘l'&“‘i

mastly E | _E with some G 50% -50% | G with someE | mosly G|
|comments: |
Name{s) of classmate(s): [ |
Language:
| mestly E | Ewithseme | 50%-S50% | GwhhsomeE | mostly G |

|l:'.‘|:n'r?-me'nts.'
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Mame(g) of classmate(s): |

[Lm.mc;;r‘lvE | EwithsomeG | 50%-50% | GwithsomeE | mosthy G
|Ctmmen!s.'

Nama(s) of classmatals): [

Langumge:

| mostly E | Ewthsomes | 50%-50% | Gwithsomef | mostly G
|commuents:

Narma{s) of chassmate(s): |

Languaga:

[ maskly E | Ewithsomes | 50%-50% | GwithsomeE | mostly &
lcomments:

MName(s) of classmate{s}: [

Language:

[ mostly E | Ewithsomes | 50%-50% | Gwithsomef | mastly G

|¢wnmenm.'

Name{s) of classmate(s}: |

Language:

[ mostly E | EwithsomeG | S0%-50% | Gwithsomef | maostly G

{Comments:

= ——=i== FARTE —

Mast of the guestions in PART B shold he self-exmlanatory, [F anpthitg (5 anclear, Just 358 me.
Agrain, a¥ the Information vou provide will be freated comfdentiatl

Generally, I fisten ta/watch prograrming on TV, the radio (incl. DVIDS, etc) that is...

mizstly Garman meostly English [ phout equal O

When 1 surf the web, the content I access is..
trastly German O mostly English O aboutequal [

Heaw dio you feel about English-language movies always being dubbed on Austrian television?
goad this way O don't care [J annoying O

When I'm angry with cne of my classmates, [ tend to speak...
German D English D makes no difference [ gon't know O

When 1 want (o make & good impression on one of my teachers, T address them in...
German [J English O makes no difference [

Qiher answey’ pomments;
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When yeu want a favour from one of your classmabes, does this affect your choice of language® (how?)

How di you fesl abaut two peaple whese native language s German talking English to each ather?

How do you feel about two pecple whese native language is English talking German to each other?

Da you aften mix English / German in conversations with your classmatesy
yez [J no O sometimes O don't know O]

Diooyou sometimes start & sentence in one language and finish it in anothes?
vei no somatimes || dont know O

How do you feel about other people l'quih:hlrr' languages during & conversation?

Which language, do you think, Is golng to play a bigger rola In your life?

Srivate N | pravessionad ife: | ]
How do you fesd about your own language skills? (no need to answer this for your native language)
Englich: happy with my skiits O Okfsatisfactory 1 wish they were {much) betterJ
Genman:  happy with my skillsd  Ofsatisfactory O wish they wers {much) betterD

Having attended & biinguel school will probably give you an advantage in your futire professional kife.
But hiow do yal think the sxperience has affected your parsonality?

Thank you soog much for vour helpd]! ﬁ*‘w'm&ﬂ&f ]

I'd be willing ta talk about my experiances at ((VBS)) in-a follow-up interview. .,
{ticking ‘yes” freve i Ack Birdiigy YU CaN Mways change kauT ming el

yes O no O
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Communication and language choice in EU
research projects: Practical observations &
research perspectives

Daniel Spichtinger, Vienna

1. Background: The purpose of this paper

This article describes communication and langudmgmece in the EU-funded
“MoniQA” (“Monitoring and Quality Assurance in theotal food supply
chain”) project, which is concerned with food sgfetrawing on the my own
experience as dissemination manager in said projécs position involves
developing communication material and tools, orgag and attending
conferences, workshops and trainings, as well asnagiag the
communication process with the other project pastn@.g. as concerns
translating material), and dissemination reporting the European
Commission.

In the following, | describe several salient feagiof communication and
language choice in MoniQA, which | take as an exangb a typical project
in the natural sciences. A brief comparison withLIAX, a project in the
field of humanities concerned with multilingualisia,undertaken to contrast
two rather different approaches to language uselargliage choice in EU-
funded projects. However, while | have an in-deptowledge about
processes in MoniQA, | have had to rely on writtenrces for his knowledge
of language choice in DYLAN. Therefore, the diseoissof DYLAN is
necessarily shorter than and not as detailed addbeription of practices in
MoniQA; it is in fact meant as an impetus for fuethresearch in this
direction.

| do not apply an overarching methodological framgwto this paper,
since it is fundamentally a report on research rogpess and not a fully-
fledged research paper in itself. Several methaicdd approaches such as

U RTD Services & MoniQA; www.rtd-services.com The author's e-mail for correspondence:
spichtinger@rtd-services.condspichtinger@yahoo.de
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English as a Lingua Franca (ELF), the notions oiMmunities of practice’
(Wenger 1998), ‘rhetoric of science’ and philosopifiscience may be useful
(see ‘future research directions’ further below)t this needs to be explored
in a more comprehensive publication. However, simegy little linguistic
literature has been published on language use,u#®y choice and
communication in the specific context of EU-fundedearch projects, | do
believe that this report may provide a useful bémigurther research, though
it should by no means be taken as an end result.

2. Introduction: What is MoniQAP

The European Union provides funding for collaba@atresearch involving
partners from all EU member states as well as cmsnbutside of Europe.
One of the main funding mechanisms for researchefsrred to as the
“Framework Programme” or FP. The current one, ARaids from 2007 to
2013 and has more than 50 billion Euros at itsafigp It is divided into four
large sub-programmes, namely “Cooperation”, “ldeasSPeople” and
“Capacities”. The project under consideration iis #irticle (MoniQA) started
in 2007 and is funded under the Cooperation sugrarome of FP6 which
provides the opportunity for multi-national collabton between industry,
research centres, universities, public bodies anldsociety.

MoniQA is a so-called Network of Excellence (NoEhiah involves
experts from around the globe collaborating to fwamse worldwide food
guality and safety monitoring and control strategidoniQA focuses on the
quality and reliability of tools and analytical rhets to assure a high degree
of safety and quality of foods, with the main fodusing on rapid testing
methods and their applicability. The MoniQA projecttegrates key
organisations across the food supply chain fronuradlothe world to find
acceptable solutions for all stakeholders, inclgdihe consumers, food
manufacturers, food research institutes and regylabodies. The initial
network of over 155 scientists from 20 countries lggown to over 400
experts from over 35 countries on 5 continenthenfirst 24 months and has
expanded further in year three to nearly 500 rergst experts and 140

1 More information about the project is availablevatw.moniqa.org

2 Ultimately, EU funded research and developmerivities are based on the EU treaties. Thus, thbdrs
Treaty, which entered into force in December 20€08tes that “in the areas of research, technolbgica
development and space, the Union shall have compet® carry out activities, in particular to defin
and implement programmes; however, the exercighatfcompetence shall not result in Member States
being prevented from exercising theirs” (Lisbondtye Title I, Article 4, 3 — see Official Journad@7).




19(1&2) 97

registered institutions.

Since the early 1980s, when Research and (Technalpdpevelopment
(R&D, sometimes also abbreviated RTD) cooperatiorthe context of a
framework programme was first implemented amongribenber states of the
European Community (as the EU was then calledgetiogrammes have
boosted European cross-border collaboration ineggatented ways — both as
concerns the quality as well as the quantity oéaesh cooperation. In FP 6
(2002-2006) alone, 9,802 projects received funding/olving 75,951
participants (PROVISO 2009:6).

However, as they bring together many partners fdififierent countries,
FP projects also pose significant challenges, omewhbich involves
communication (both internal communication withidaege consortium and
communication to the ‘outside’ world). As Hochgern€ornejova and
Smekal point out, “efficiency of scientific co-opd#ion rapidly turns to
malfunction if communication degrades” (Hochgereieal. 2008:8).

3. MoniQA communication strategy and tools

The external communication activities of the Moni@#ject are based on a
dissemination plan and a communication and medaesty which set out
structures and tools for communication to exteriséhkeholders and
audiences, based on a mapping exercise, depiciaa:be

Impact: MoniQA Stakeholder Interaction

Industry / SMEs Authorities

-Food Manufacturers *National / international
~Retailers regulatory bodies

-Food industry lobby -Validation, standardisation,

-Method providers / Test kit providers proficiency testing bodies

*Providers of reference materials -Authorities / Policy makers

«| aboratories «European Commission

-Trade organisations

Research & Science Consumer
= Universities » Consumer protection groups
- Research institutes - PhD students - Consumer organisations
-Young scientists - The press and media

-Senior Scientists

Figure 1. Main MoniQA stakeholders; source: Poms (201@®ME’ is short for'Small
and Medium Sized Enterprises
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It is the mission of the dissemination activitiesstablish MoniQA

as a leading network and actor in food safety,amdy in Europe but with partners,
associated partners and contacts all over the wddidsemination will hence play
a crucial role in assuring the sustainability oktlproject activities by contributing
to the acceptance of, and ideally participation the network by all relevant
stakeholders. (MoniQA 2008: 5)

In order to attain this goal, the following disseation tools have been
operationalized and customised for the differeakesholder audiences (Table
1):

Tool Comment

Website different sections according to stakelroldadience
landing page in a style that is easily accessibletltie
consumer

Events & networking presentation of the projects different events for
industry, academia, policy makers and consumers

Flyer and poster general presentation of the projposter with key
messages

Newsletter (external) highlights project progressthe last year in specific
areas

Glossy Executive Summary  an overview of projedivdies in all areas, updated on
an annual basis
Factsheets explain specific output of the projextthe targef
audience for which it is relevant; these two-page
documents have been produced for: scientific output
(description of MoniQA priorities & working groupsn
topics of melamine, clenbuterol, socio-economic
considerations and allergies) as well as for shiliss
(presentation skills)

Cooperation  with  othercollaboration with related projects and networkgoimt
stakeholders events and other dissemination actions

Table 1: MoniQA’s tools for External Communication

In 2009, a total of 143 dissemination activitiesreveindertaken by the
consortium partners. 36% of all activities fallanthe category ‘Events &
networking’ followed by ‘General dissemination maé (29%). 22% of

dissemination activities are academic publicatiarsle 10% of activities

focused on the website and electronic newslettdr34 on media relations.
The main stakeholder groups addressed were sciammk research
organisations (37%), followed by industry and SME8%), policy makers
(27%) and consumers (9%) (see MoniQA 2010).
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4. Language Use in MoniQA for external and internal
communication

A clearly set-out language policy in the form ofvarking document or an
official project deliverable does not exist in MQ#A. However, in the three
years of its existence certain procedures havemeaostitutionalised and are
documented in the project management guidelinesc€aing the use of the
external dissemination tools outlined above, arglish +' policy can be said
to operate. This means that the tools are usualgpgred in English
(including the management processes). For instacmetributions to the
newsletter or the website are usually received elkag processed and edited
in English. The standard norm for these publicaios still the ‘native
speaker’ and preference is given to British Engliather than American.
Once the product has been finalized, other languagsions are being
created. This process of translation is managdddat partners. MoniQA is
therefore by no means a monolingual project — imt, faMoniQA
communication tools (see above) have so far beaslated into 14 different
languages, and this is not counting academic patibics by the MoniQA
scientists in their own languages. Interestinghe number of documents
available in different languages does vary consiolgr which seems to
indicate preferences for translations in some efgrtners and countries (see
Table 2 below).

While all MoniQA partners are encouraged to traiesidocuments, in
particular a general description of the project,tiie end it is up to the
individual consortium members to decide if they tiMando so and how many
documents they want to transldt&loteworthy in particular is the Egyptian
partner who translated a very high number of docusento Arabic. The
second highest number of translations comes framwio Chinese partners.
The Spanish partner has also been quite activeyeisas the two Turkish
institutions. On the other hand, although a Dutatiner is part of the project,
they have not undertaken any translations, siniseigmot seen as a priority
by them (personal communication). Why some partrteasslate more
documents than others is not quite clear but magmie on factors such as the
partners’ overall involvement in the project (snralle / big role, active / not
S0 active), what kind of institution the partner(mublic university / private

3 sufficient funding for translation is earmarkedtle dissemination budget. It is also part of ttenpghat
translations are checked by other partners spealtieg same language or other individuals or
organisations to ensure sufficient quality.
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research institute / small or big company etc) #msl perceived need for
translation in order to enable local dissemination.

L anguage N of MoniQA partnersusing | N of public documents*
language

Arabic 1 7
Bulgarian 1 1
Chinese 2 6
Dutch 1 0
French 1 (Belgium) 1
German 6 2
Greek 1 2
Hungarian 1 2
Indonesian 1 1
Italian 4 3
Norwegian 1 1
Polish 1 1
Spanish 1 5
Turkish 2 5
Vietnamese 1 1

* i.e. publicly available on the MoniQA websitevatvw.moniga.org/multilinguaés of
June 2010.

Table 2: Languages other than English in MoniQA and dissation documents available
in those languagés

Communication activities include a yearly projeceeating which brings
together all project partners (January / Februagheyear), as well as two
MoniQA International Conferences (2008 in Rome 2adl0 in Krakow, with
a third one scheduled for Varna in 2011). Theseiviaes provide
opportunities for the project partners to meet sxteract and, in the case of
the conferences, to inform external stakeholdeutalthe progress of the
project.

Already in 1914 Follick remarked that “we are fapproaching an epoch
of universal conferences [...] If there were a ensal language it would be
indifferent in which part of the world the confecenwere held” (Follick 1934
[1914]: 93). For MoniQA, English takes this functiof a ‘universal meeting
language’, being the working language for the mtopeetings as well as the
conferences. In this context, the project meetiaugs conferences could be

4 Four partners in the project are from Englishvespeaker countries: three from the UK and onmfro
New Zealand.
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considered an ‘ecosystem’ for the use of Englisladsgua franca. Since
2007, the start of the project, the use of Enghak never been raised as a
problematic issue by the scientists involved. Jugdrom my experience, the
participating scientists see the need for effeatm@mmunication as paramount
and English is accepted as the common linguisttoagnator in which the
discourse takes place. Consequently, the partitspah project meetings
and/or conferences have never complained that theguistic rights’ or
‘human rights’ are being infringed.

This may be the case because food science anelated disciplines
belong to ‘Anglophone influenced sciences’, acangdio Skudlik’'s (1990)
classification system. Skudlik concludes that time Ibetween Anglophone
and non - or less - Anglophone sciences coincid#is thie division into
natural sciences and the humanities. This distncélready plays a role in
the importance attached to English during universitdies in the different
sciences. For instance, a micro-study of Vienneseeusity students showed
that lectures in English are much more common at\enna Technical
University (TU) and at the Business University (Widan in the humanities
and social sciences (Spichtinger 2000:97-98). ®aethat the use of English
varies in different scientific fields is confirméy a variety of other studies as
well (see for instance Gunnarsson 2001 on the tmituain Sweden,
Kryuchkova 2001 for Russia, and many of the coatrdns in Carli &
Ammon 2007). Guardiano et al. (2007:29) concludat,thvhile scientific
publications in English have also increased in lienanities, the current
situation shows that the domainance of Englishtiis reore evident in the
‘hard’ (i.e. natural) sciences.

Interestingly, a different picture emerges when omwes away from the
level of the scientists to the level of administratpersonnel. As a Network
of Excellence, MoniQA is required to produce annggdorts on the money
spent (including audits of consortium members) tandraft a budget for each
of the five years of its duration. Producing thesgorts requires a substantial
level of interaction between the MoniQA financiahmager and the financial
staff of the consortium members (universities, aese institutes etc). Local
financial personnel work according to the ruledhadir own institution, and
often considerable explanation of what the EU needsd in which form — is
necessary. For these local staff, using Engligarisnore unusual than for the
scientists involved and in some cases results mnuenication difficulties,
including the unwillingness to use Engl&sh.

3 For instance, emails written in English are somes answered in local language, justification tording
spent is only provided in a local language etc.
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5. Language use in MoniQA and DYLAN: A brief
comparison

The DYLAN project seeks to identify the conditionsder which Europe’s
linguistic diversity can be an asset for the depwlent of knowledge and
economy. DYLAN is an Integrated Project funded emdrramework
Programme 6 (FP6) of the European Urfiorthe project encompasses 20
research institutions in 12 European Countries ramgd for five years. The
DYLAN language policy seeks to respect the prirespbf multilingualism
with regard to the communication between its numengartner universities.
Accordingly, different languages are assigned ttegmies of project
communication. These categories are defined aswsellby Bohringer et al.
(2008: 41; for actual language use see table 3Welo

e Communication between teams

0 Cross-partner communication: general communicatiealving
more than two project partners (mostly through &mai

o Direct bilateral contact: with one partner (emglipne)

0 Cross team: communication with other teams witima work
package involving different partners in order toquce an output
(deliverable)

o0 Team internal communication
* Reporting to the Commission

o Scientific documents (scientific deliverables likerking papers or
reports)

o Administrative documents (like financial and managat reports)
* Publications

0 Scientific articles

o Popular articles

In the following, language choice in MoniQA and DAXN are juxtaposed. In
Table 4 below, the MoniQA perspective is addedht® ¢ategories identified
by Bohringer et al. (2008), although a one-to-ooeeaspondence in language
practices was not always possible to establish,tdwifferent management

6 The FP 6 (2002-2006) thematic priority 7 ‘Citizearsd Governance in a knowledge-based society’ under
which DYLAN was funded aimed to provide a sound \Wlemige base for managing the transition
towards a European knowledge-based society. IndiRifar actions are funded under the topic “Social
Sciences and Humanities” (SSH) within the coopergtirogramme.
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structures being us€d\ote that, while MoniQA on its own cannot be saen

representing natural science projects in genetallanguage practices are
broadly similar to other projects in this area whtogether form a network
called “CommNet” www.commnet.ej Within this network, communication

practices and issues are discussed among the fzartne

Category Subcategory | DYLAN MoniQA
Communication | Cross partner | Choice between EN if the partners dc
between and EN/DE/FR not speak the same
within teams language
(internal Direct bilateral | Arranged between EN if the partners da

communication)

partner$

not speak the same
language

Cross team

Choice between
EN/DE/FR for
communication and
deliverable (paper)

Not applicable to
MoniQA structure.
Deliverables are
published in EN

Team internal

Any language, publicatiq
in EN/DE/FR

Mot applicable to
MoniQA structure.
Deliverables are
published in EN

Oral Bilingual approach: slides EN

presentations at in one language,

meetings presentation in another

Reporting to the | Scientific EN but also FR and DE EN

European documents

Commission Administrative | EN EN
documents

Publications Scientific EN dominant, but also EN dominant, but
publications | other languages also other languages
Popular Local languages Local languages and
articles EN for press releasgs

Table 3: DYLAN and MoniQA Language choices compared
EN= English, FR=French, DE=German

7 It should also be noted that some disseminatitegoaies important for MoniQA — such as communarati
with industry — where not identified by DYLAN sintieey seem to be less relevant to this project.

8 e.g. In DYLAN a partner may be answering email§ianch but is prepared to receive them in English

German

9 At least this is the official DYLAN approach. Hower, informal comments cast doubt on whether this
practice is always observed.
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Table 3 shows the different approaches to langumgetaken by the two
projects. DYLAN has a formal language policy whishdesigned to “avoid
any kind of linguistic hegemony” (Bohringer et 2008: 41). This has led to
a language regime where up to three languagesigBn@erman and French)
are frequently used — a fact which is also vistrehe website, where people
can enter three different language versions. IMCEAN itself is concerned
with linguistic diversity, the project is special having multilingualism as
both the object of investigation and the means#orying it out (Bohringer et
al. 2008: 43). The decision to focus on the thegliages mentioned is
justified as a “symbolic” acknowledgement of the lthogual reality.
However, it is unclear whether any documents, f@mtance dissemination
flyers describing the project, have been producedther languages used by
the DLYAN consortium partners such as Spanish/@ataDanish, Italian,
Slovenian, Romanian or Lithuanian (see map of ptoartners on the
DYLAN website: http://www.dylan-project.org/ In general, the DYLAN
language policy seems not dissimilar to the Europ€ammission’s own
justification for using English, French and Germantheir daily work!0
which is described by Krzanowski & Wodak (2008) as “hegemonic
multilingualism”.

In MoniQA, by contrast, no formal language policgshbeen developed.
The approach adopted centres on efficiency andtefémess rather than on
any elaborate system to safeguard perceived linguigghts. English is
therefore used as the lingua franca in most sattiwbere partners with
different native languages interact, such as eptalie and Skype
communication as well as presentations at confeenaroject meetings and
reporting to the European Commission. Howeveghasvn above, MoniQA
has public dissemination material available in ddguages, a much broader
range than the three languages evidently cover&InAN.

6. Future research directions

As mentioned in the introduction, more than 9,000qxts were funded by
the EU in the context of the Sixth Framework Progre from 2002-2006.
EU R&D projects like MoniQA or DYLAN offer a richramework for
studying communication, language use and Englisha dsingua Franca

10 The Commission uses English, French and Germathénhorder) in the daily work of drafting texts,
while the final and official products (decisiongettives, recommendations etc) are translatedahtd3
EU languages.
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(ELF).11 A more comprehensive analysis will need to pléesé issues in a
methodological framework.

The notion of community of practice, originally ¢deped in the context
of a social theory of learning (Wenger 1998) hasendly been adapted to
sociolinguistics and the study of ELF (e.g. Dewe§02 House 2003,
Seidlhofer 2006), and may hence be useful as aeframk for studying these
aspects in EU projects. Eckert & Mc-Connell-GinE292) define community
of practice in the context of sociolinguistics as

an aggregate of people who come together arounduahigngagement in an
endeavour. Ways of doing things, ways of talkingliets, values, power
relations — in short practices — emerge in thersewf this mutual endeavour.
As a social construct, a community of practice idifferent from the
traditional community, primarily because it is defd simultaneously by its
membership and by the practice in which that mesibprengages(Eckert & Mc-
Connell-Ginet 1992: 464, gtd in Ehrenreich 2009)

Ehrenreich applies the community of practice apgmngaimarily to (the study
of ELF in) a business environment, but the coneeigiht also be useful to
EU-funded R&D projects (as well as a plethora dfeotsettings). The value
placed on efficiency and the emphasis on whatits(8a opposed to how it is
said) may be an underlying similarity between bes settings and EU
projects (at least as concerns natural sciencegmgjgcts). However, EU
projects are more temporary than (most) businetsrmises, with a fixed
duration which is already known at the beginninghef project (MoniQA for
instance runs from 2007-2012). Furthermore, wikhle ‘joint enterprise’
dimension in a business setting will be targetedatds profit, in an EU
project it is usually oriented towards researchiggoa

Use of English may be one factor of being parthef tcommunity of
practice’ of food scientists. In this context, r@sd on language choice in EU
projects could also be embedded in a ‘rhetoricapdérse’ approach, which
looks at science as a rhetorical activity (seeBagerman 1999, who looks at
the verbal and literary work in the creation andaleshment of electric
lighting; see Prelli 1989 for an overview of thesttric of science). More
generally, this approach fits into anthropology aftdlosophy of science,
which sees ‘science’ not as a linear activity lmiaaonstruct and investigates

11}t is assumed that the reader is familiar with¢bacept of ‘English as a Lingua Franca’, whiclhised to
refer to communication in English between speakeith different first languages. See for instance
Seidlhofer (2005) and Jenkins (2005) for a genatedduction to the concept, as well as Seidlheteal.
(2006) for a discussion on ELF in Europe.
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how social, political and cultural values affectestific research (e.g. Kuhn
1962, Latour et al. 1979) which may also providdratful theoretical
framework for future investigations about languadmice in EU research
projects.
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Weak and strong verbs: A new attempt at a
single-route approach

Sophie ter Schure, Amsterdam

1. Introduction

This paper reports on an empirical study on thelyetvity of Dutch strong
verb patterns in the past tense formation of novedvs! The difference
between regular and strong past tense verbs in @ecrfanguages has been a
vanguard in the debate on lexical morphologicakieeal: are regular
(‘weak’) and strong verbs stored and processetiensame way or not? For
regular verbs in English, for instance, it wouldfise to store only a base
form in the lexicon because the correct past téosm can be formed by
applying a rule ‘add suffixed (or its appropriate allomorph). For English
strong verbs, however, the past tense formationcga® is less
straightforward, making it likely that their pashse forms have to be stored
separately. This view on regular and strong veuggssts that new and nonce
verbs can only receive a regular past tense: sitnoag past tenses are stored
lexically (i.e. they are not derived by rule) thBarms cannot overgeneralize
to new verbs, whereas the derivational rule appieedegular verbs is fully
productive.

However, such a proposal ignores the fact thatpdst tense forms of
strong verbs are not totally isolated: they camtmeiped into patterns sharing
the same sound change (etgke-took shake-shogkring-rung, sing-sung.
According to research by e.g. Bybee & Slobin (19883 Moder (1992),
these patterns do indeed overgeneralize and sedma pwoductive just like
the regular past tense ‘type’. Viewing regular amcbgular past tense
inflection as the same kind of morphological precéms been called a
‘single-route approach,” as opposed to the postinat strong and weak verb
inflection are fundamentally different, which isnsequently coined ‘dual-

UThe author’s e-mail for correspondensger.schure@uva-alumni.nl

1 Nonce verbs are verbs that are made up by reszrarahd are used only for research projects.
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route approach.’” This paper argues for the firditpm to account for the
productivity of both regular and strong verbs int€hupast tense inflection,
following equivalent proposals for English (e.g. &g 1995; Marchman
1997, Seidenberg 1992).

The productivity of past tense patterns is testeek by presenting adult
speakers of Dutch with a nonce verb inflection taBke results will be
compared to those of a similar study on English &t01992). Comparing
these two Germanic languages can be fruitful indiblgate on morphological
processing, because both have a large group of Ylealb receive a dental past
tense affix {te/-dein Dutch, -ed in English) and a smaller group of verbs
receiving a stem change in the past tense. By congpavhether the
frequency of regular and strong verbs influencesirtiproductivity, the
question of morphological retrieval can be assesasdit is thought that
frequency only influences retrieval of stored wofdsgy. Sereno & Jongman
1997).

The results of the nonce verb inflection experinsrmdw that speakers of
Dutch can unconsciously apply both regular andyula& inflectional patterns
to new verbs. It will be argued that the choicehw# pattern depends on the
similarity of the nonce verbs to strong or regwatually occurring verbs, the
frequency of those verbs (token frequency) andthmber of verbs following
the same pattern (type frequency). It will be irigsged whether this
converges with historical changes in the frequefaggular and strong verbs
in Dutch. Because this paper is grounded in theatgelbn morphological
processing, | will start with an overview of theidance used by both camps,
focusing on empirical studies on both children addlts.

2. Rules or representations

On the basis of past tense inflection, Germaniguages can be said to have
two major groups of verbs: the ‘strong’ verbs haweinternal vowel change;
the ‘weak’ or ‘regular’ verbs create their pastsery adding a suffix to the
stem? Pinker (1991) has argued that this division comesis to a difference
in processing between the two groups of verbs.mbeh-debated theoretical
assumption underlying this position is based onm¥ky (1986), who holds
that the language faculty consists of a lexicon antbmputational system.
This computational system contains ‘default’ rulesreate, for example, past

2 Germanic languages also have a small group ajutae/suppletive verbs. The reduplicating clasg.m
Icelandic is sometimes seen as a class of its altlmpugh in Dutch it is considered part of the sehe
strong verb class.
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tenses of verbs that are stored in the lexicon. 4w for weak verbs, it
would suffice to store the base form of a verbhe kexicon (e.gwalk) and
use the computational system to create its paseterm (‘added — walk-
ed), this does not work well for the different pogsilinflections of strong
verbs. For these verbs, there is no clear deriwakioule, because the
appropriate stem vowel change can be differensiimilar sounding words,
e.g.sing-sang butbring-brought

Therefore, some researchers argue that the past fenms of strong
verbs have to be stored in the lexicon separatelygaide their base forms
(e.g., Prasada & Pinker 1993; Clahsen et al. 198#% idea comes with the
hypothesis that when speakers come across a nawaog verb they will only
be able to apply the regular past tense rule ®warb. Since all strong past
tenses are stored and not derived, there are aongstules. In other words,
only the regular derivational rule is productivece it is applied every time
that a non-stored past tense has to be producadhwbncerns all regular
verbs of which only the base form is stored inlhecon andfor new verbs
for which there is no form stored at all. Also,ist expected that tense
inflection errors will be in one direction onlyrehg verbs might accidentally
be given a regular past tense, but regular verlisnai accidentally get a
strong past form. This viewpoint assumes that ¢fieewval of weak and strong
past tense verbs is qualitatively different, sinoeak past tense forms are
derived by rule, whereas strong past tenses aredstany rote; hence, this
position is called the dual-route approach.

Although this hypothesis seems elegant and effiaerirst, research by
Bybee & Slobin (1982) and Ramscar (2002) has ides#did at least one of the
predictions that come with the dual-route approathe first researchers
performed an investigation of the past tense favfrisoth adults and children
in their spontaneous speech which showed thatibishe case that there are
only regular overgeneralizations (e.fall erroneously becomdalled in the
past tense); sometimes, a strong past tense pettapplied to a regular verb
as well (e.g.stall becomestell instead oftalled. This overgeneralization of
strong patterns was replicated in an elicitatick t&ith both groups.

Ramscar (2002) carried out an experiment in whetig@pants inflected
nonce verbs in varying semantic contexts. For exanthe wordfrink was
presented in a context that prompted an interpostatf the novel word as the
strong verbdrink or as the regulablink. Results showed that in an allegedly
neutral semantic condition, participants inflecé@dording to a strong pattern
for 77.5% of the cases. Ramscar explains this bpgsing that people use
analogy according to semantic and phonological lanty instead of rules
when having to inflect an unknown verb.
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Evidence like this prompted several researchemdpose a single-route
approach in which regular and strong verbs areedtoand processed
similarly. Nevertheless, although concurring on glmnt of the processes
being similar, the exact way of how the verb forane processed remains a
point of debate. For example, Butterworth (1983)gasts that both weak and
strong past tenses are stored alongside theirfoa®ss. Taft (1981), on the
contrary, suggests that for both sets of verbg#st tense form is derived by
rule. Finally, Seidenberg (1992) and Rumelhart &QVtland (1986) state
that weak and strong verb forms are generated bgsanciative memory
mechanism. The stem of a verb is represented bgt afsinput nodes,
corresponding to stem sound patterns, which aleedinto various output
nodes representing past tense sound patterns. {fémgth of the links
between nodes is modified by previously processeldsy which means that if
a connection between the sound pattatasand itten was made through
learning of the verhwvrite, bite has a high probability to be connected to the
past tenséitten

The dual- and single-route model of morphologicabcpssing make
different predictions about language behaviouthat taccording to one, only
the weak-verb pattern can be overgeneralized, vaBaxecording to the other,
both weak and strong patterns can be productive.elidence seems to point
to the latter view. However, researchers in thst foamp say that although
adults might be able to extend strong patternsaw merbs as well, the
developmental path of children shows that there idefinite qualitative
difference in learning the past tense between gtaonl weak verbs.

So what does children’s learning of strong and weadt tense formation
contribute to the debate? Do children show a stdgevergeneralization of
past tense forms, and if so, does that result fmanerroneous application of
regular or of strong past tense derivation? Mawedual. (1992) assess these
questions by looking at spontaneous speech in HikQES-corpus? They
claim that after a rote-learning stage in which fatms are produced
correctly, the English-learning child acquires tlegular rule past form =
root + -ed’ which will be applied to all verbs for which nohet form is
stored — this includes strong verbs which are ritanoencountered by the
child. Thus, only the regular past tense will bergeneralized. The regular
rule is blocked if there is a strong memory tramed certain past tense form,
which depends on the token frequency of each iddaliverb. Consequently,
Marcus et al. (1992) argue on the basis of thempu® data that the

3 The Child Language Data Exchange System (CHILD¥M&;Whinney 1995).
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overgeneralization phase in child language acduisis relatively short, that
the error percentage is low (averaging 4.2%), dvad inistakes only occur
with verbs with a low token frequency. They takestto be an occasional
failure of an otherwise perfectly working infleatial system (Pinker, 1999:
221).

However, Maratsos (2000) arrives at a rather differconclusion from
looking at the very same corpus data. Where Maetwd. discard all verbs
with a frequency lower than 10 and look at the petage of weak and strong
overgeneralizations averaged over all verbs, Masatanvestigates
overgeneralizations in verbs broken down into fexguy groups. This results
in quite a different picture: the rate of overgetieation of both weak and
strong past tense patterns is much higher withien tedium and low
frequency groups (occurring between 1 and 99 timdss sample), in one
child going up to more than 50%; and even in thghHrequency group of
verbs (occurring more than 100 times) this child dema 18%
overgeneralization errors. This means that errarsat be called occasional
and that memory traces created for frequent veslysreposed by Marcus et
al. have not totally blocked out other inflections.

The corpus data that was used by Marcus et al.2j188d Maratsos
(2000) captures approximately 1-2% of the childseattual output in the
time range during which they were recorded. To @ahia more naturalistic
frequency description of the verbs, Maslen et20004) assembled a corpus of
one child capturing 8-10% of child speech in twarge Their study shows
that many strong verbs, even frequent ones, areremudarized for a long
time despite counterevidence in the input, i.epdeshe strong memory trace
presumed by Marcus and his colleagues.

Maslen et al. (2004: 1325) write that in their aspof spontaneous
speech, only the very highest frequency verbs (pred more than 100 times)
were relatively free from overregularizations. Téteong verbs that were
produced between 10-49 times in the corpus (whachprding to Maslen et
al., means that they must have been heard moreltBa0 times) received a
regular inflection in as much as 10.67% of the safecording to Maslen et
al., their findings can only be explained if themher of verbs in each group
(‘reqgular’ and ‘strong’) at each developmental stag taken into account as
well as their overall frequency. Only when the rhegutype’ exceeds the
number of strong verbs does the child begin to gemeralize the regular
derivation to strong verbs. The token frequencindividual strong verbs can
counter this effect (Maslen et al. 2004).

The child data studies all report overgeneralizegtito the advantage of
the regular inflectionMaslen et al. (2004)’s analysis shows that thesmrer
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are much more frequent than would be expected ®halsis of Marcus et al.
(1992)’s theory, in which the ‘default’ regular lie€tion should be blocked as
soon as there is a memory trace for a strong imdlecMore importantly, it
seems that the regular type is only overgeneralizdeén the child has
acquired more regular than strong verbs. Therefois,to be expected that
there will only be overgeneralizations of a strdgge if there are enough
verbs of that type in the child’s lexicon: typeduency pushes productivity.
A pattern likeite-ote can only be productive if the child has acquireokren
than a certain number of verbs that follow thistgrat, and not if it knows
only one verb of this pattern, regardless of haagfient it is.

None of the child corpus studies distinguishesed#it inflectional types
within the group of strong verbs. This can be du¢he fact that children of
the examined age group have not acquired manygtrerbs yet, but also
following the dual-route approach, Marcus et al99d) do not even
acknowledge the existence of such patterns. In éast al. (2004), the only
two phonologically similar words reported drlew andthrow. Blow receives
an erroneous regular inflection in only 4.55% oé tbases, buthrow is
overregularized for 75%; apparently, the child histstudy has not yet seen
the similarity between the two derivations. Thisulé supports the idea that
type frequency (the number of verbs following oneiction pattern) is more
important here than token frequency (the numbesogiurrences of a single
verb or a group of verbs). An approach like this & model like that in Bybee
(1995), in which type frequency leads to the fororabf a particularly strong
schema for regular inflection and less strong scttanfor certain large
enough strong types.

Although children in the age range studied in theadibed papers might
not have encountered enough strong verbs to reachdaictive type, adults
must have done so, since they do produce overdamadians in the other
direction - strong inflection for regular verbsnrdacan apply strong patterns
to nonce verbs (Bybee & Slobin 1982; Ramscar, 2082)mentioned above,
this is taken as counterevidence for the dual-routdel. Prasada and Pinker
(1993) solve this problem by including on top ofuke-based process for
regular verbs an associative network based on gydtw the stored strong
past tense forms, so that nonce verbs in princgoleld follow a stored
pattern, provided it is phonologically similar teetverbs in that cluster.

However, as Clark (2003: 210) observes, althougtkd?iand Prasada’s
dual-route account might work for English past eef@mation having fully
regular and fully irregularly inflected verbs, whiavould thus be either
produced by rule or remembered by rote accordirtdo theory, it does not
work for languages like Frenchller is irregular in the present simple, but in
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all other tenses it is regular: would all formsdbered like an irregular verb or
are those combined from a base form plus a ruleoliee this problem,

Clark (2003) argues that both strong and weak veflection is better

captured by schemas than by rules.

A rule in language is a predictable process thatvele one thing from
another (Pinker 1991: 531), e.g. a past tense foym a present tense form.
This means that it is focused on the ‘source fon'schema on the other
hand focuses on the goal form: it describes thenplogical properties of a
morphological class (Bybee & Slobin 1982: 267), émample, a set of past
tense forms (e.g. all past tense forms that entd W, like blew, slew, dreyv

Concerning children’s acquisition of inflection, &tk writes that a rule
‘add -ed’might on the surface predict the same as a schariastem + past
— [ ___ t/dpAST, meaning that ‘any verb-stem combined with theameg
‘past’ in English should result in a form that enuhs an alveolar stop
consonant’ (Clark 2003: 207), but to be learnirgclaema or a rule is not the
same thing. A child that is learning a rule wiltesid to the source form and
manipulate it if needed. If, on the other hand, ¢héd uses schemas, he or
she will focus on the goal form, which means tlat verb already ends with
an alveolar the child will not manipulate the foifra past tense is required.

Bybee & Slobin (1982) claim that this is indeed thhildren do when
learning past tense inflection. Berko (1958), samyl, investigating plural
inflection, established that many children do mid ¢he plural morphemes
if a presented nonce word already ends with arF(/.example, if a picture
of an unfamiliar animal was presented with the texk, here is a lass!’and
a second picture containing two such animals wasrapanied by a question
along the lines ofhere, two ...?; children were less likely to add the plural
morpheme /s/ which would result ffasses; instead, they would simply
answer ‘lass’ again. This finding was replicated by Kopcke (1098r
German children. It seems, thus, that children mingit be applying a rule to
the source form but instead look at the goal fosmich means that they do
not simply apply a rule as is argued by the duateoproponents (e.qg.,
Marcus et al. 1992; Kim et al. 1994).

Another point of criticism against Prasada and ®&iisk approach
consisting of a rule-based and a phonological @&tee part was forwarded
by Ramscar (2002), who showed that not only phano# similarity plays a
role in nonce verb inflection but also semanticikinty. He tested how a
nonce verb likefrink was inflected by participants in different semanti
contexts. Participants were given a story thatrsteeeither towards an
interpretation of the nonce verb as having a megsimilar todrink - which
has a strong inflection - or towards a meaninglamib the regulawink or
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blink. The semantic context turned out to be highly inilied in whether
frink becamdrank or frinked

This finding fits well with an analogical model ékthe one proposed in
Fischer (2007). This model of morphosyntactic cleapgposes that stored
morphosyntactic structures are linked together dme tbasis of
formal/phonological and functional/semantic simtlas. In a behavioural
task like that of Ramscar (2002), a nonce verb Wdbken get a certain
inflection according to the verb that is most sanitio it in both respects. The
frequency of the forms plays a role in this as walverb with a very high
frequency would be more likely to spread its intilee to a nonce verb than a
low frequency verb. Also, the number of verbs hgwnsame pattern can be
influential. Thus, again, token and type frequeoasne into the picture.

Moder (1992) argues that these types of factors wmed both in
explanations of synchronic language data and dbiisl morphological
changes. In her study, she divided the morpholbgdt@rnations of the
English strong verb class into 15 different patterand proceeded to
investigate the similarities between the synchroraad diachronic
productivity of these patterns, the former by perfimg a behavioural study,
the latter by a corpus search. The behaviouralystodsisted of a nonce verb
inflection task incorporating 75 nonce forms, maetklafter actual English
verbs belonging to the 15 strong verb patterns.s&heonce verbs were
presented in a neutral sentence framee75 adult speakers of English. Each
response of the forred was tallied as a support for the productivity loé t
regular verb class; each response according téothe of one of the strong
verb alternations was counted as support for tlewaat strong class. Her test
yielded a mean of 39% of strong inflections overiteims and participants.
When looking at the factors that could be relatethé productivity of each of
the morphological alternations, Moder found thadetynot token frequency
correlated significantly with the number of stroregponses per class. Also,
she found that the classes with the highest prodtyctin this test
corresponded to the classes that have attractedmmeawbers since the Old
English period.

My aim in this paper is to replicate the findingsvoder and Ramscar for
Dutch, using a neutral verb frame and accountingfrequency effects of
both tokens and types of past tense inflectionthla way, productivity of
Dutch verb patterns can be investigated, whichtban be compared to the
English results. There is reason to believe thatphtterns will be different,

4 The example she gives is ‘John likes to [...]. téeday, he [...].’
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since in English, use of the preterite seems telaively more frequent than
in Dutch. First of all, in sentences with speciiterence to a moment in the
past, Dutch uses a perfect form where English reguhe simple pasH(j is
om drie uur vertrokken- ‘He left at three o’clock’). Further, Dutch has
retained its-en form in the perfect whereas in English for manybgethe
perfect and preterite forms are the same. Thisialseases the frequency of
the preterite form. This means that in English, $fr®eng past tense forms
should be stronger in general than in Dutch, ieedl frequency is relevant.

The study by Maslen et al. (2004) argues that tdkeuency should play
a role, but the analysis dhrow and blow supports the idea that type
frequency is more important, following Moder (1982Zjndings. The present
study aims to shed light on these questions. If &adfindings can be
generalized to Dutch, we should find the same facpdaying a role in the
synchronic productivity of the patterns. Her finggnpoint towards the idea
that type and token frequency are also involvetthendiachronic productivity
of strong and regular patterns, i.e. which grougi® @r lose members over
time. Therefore, in the next section, we will loakthe historical changes in
the strong verb classes in Dutch. In a next stegsd will be compared to the
synchronic productivity of the patterns in an expental study.

3. History of strong verbs in Dutch

In early Germanic, as is still the case in presiEy-Germanic languages,
preterites were formed either by a vowel changdyiadding an alveolar
suffix. Grimm named these two groups ‘stark’ anchisach’, respectively:
strong verbs ‘help themselves’ in the preteriteakveerbs need the help of a
suffix (Schonfeld 1970: 138). The ablaut of theost verbs is a common
Proto-Indo-European derivational process. How theeddar suffix of the
weak class came into existence is still under disiom. Kiparsky (2009: 107-
108) writes that

[the templatic ablaut morphology by whictstrong’ verbs formed their past
tenses, inherited from the Indo-European perfeets westricted to monosyllabic
roots. Longer verbs in Germanic would accordinghydé formed their perfects with
an auxiliary, just as they do in Sanskrit [...]. TB®rmanic periphrastic forms
could have been later grammaticalized into infldcterms [...]. The Germanic
dental preterite can be assumed to have followsaralar path from the original
light verb don to the suffix -d-.

The strong verb groups are usually divided into esewclasses, each
characterized by a specific ablaut, although theerstlh was originally a
reduplication class (Schonfeld 1970: 12). In thestA@ermanic languages
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Dutch, English and German, these classes stilk.ediswever, the group of
strong verbs was much larger in early Germaniautsber has decreased to
the benefit of the weak inflection in all deriveahguages. Only verbs with a
sufficiently large token frequency or those verleohging to a frequent
pattern (large type frequency) seem to withstaed-dégularization.

Within the scope of this paper, in which the fodason synchronic
productivity of strong verb patterns, it is not déde to actively study the
historical change in the productivity of those pats: we have to rely on
other research. De Vriendt (1965) has investigatiedng verb classes in
Dutch in the 18 century, using Flemish and Dutch written sourcemfthat
time. He found 236 different vefb®ccurring with a strong past tense, of
which 158 belong to one of the first three clas&esVriendt concludes that
those classes are the only three that are stidymtove in Dutch at present,
attracting members that would otherwise have hadvemk inflection.
However, the seventh class has gained members |lasghwese were mostly
verbs that originally belonged to another stroragsl In Table 1, the gained
verbs in each class are shoévn.

Al Example Types 16" Gained verbs

class century

le-e rijden-reed-gereden 59  belijden, prijzen, wijzen

2.i:/ay - 0:  bieden-bood-geboden 41  Kluiven, stuiten

3 s - klimmen-klom- 58 dingen, schenden, sch_enken,
geklommen treffen, zenden, (be-, ver-) zinnen

4.e-a breken-brak-gebroken 12

5.1/e -a geven-gaf-gegeven 19

6.a - u: dragen-droeg-gedragen 19

7. ¢la: - i slapen-sliep-geslapen 28 gﬁgséﬁi?g'sid note ‘gains froni"s

Total 236

Table 1: Gains in strong verb classes as described by Emniitr(1965)

S De Vriendt counts those verbs that share a stenhde a different prefix as oneefwijzen, bewijzen,
wijzenin Class 1), but homonyms are counted as tmas$eronce as in the sense of ‘growing’ and once
as in the sense of ‘cleaning’).

6 It is unclear whether this should be interpretedan exhaustive set, but these are all additioais Die
Vriendt mentions.
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According to De Vriendt's counts, only the firsteél classes and th& @lass
have been productive since thé"idntury. De Vriendt notes that, although
the regular type counts more individual verbs ttienstrong classes together,
their frequency is still much lower than the freqoye of the strong verbs
(1965: 149). He provides no data on this, but stétat it is borne out by a
sample of historical texts. Recall from above tlype frequency refers to the
number of verbs following one inflection pattern @ass here, while token
frequency stands for the number of occurrencessniigle verb or a group of
verbs (following Maslen et al. 2004). The study by Vriendt only reports
type frequencies, which means that we cannot ledkeinfluence of token
frequency of the strong verbs here.

For data on verb frequencies in current Dutch, @oepus Gesproken
NederlandCGN - 2004) was used. By using a list of strong venbsurrent
Dutch provided by theElektronische Algemene Nederlandse Spraakkunst
(ANS- Haeseryn et al. 1997) it was possible to regrithe token frequencies
of all listed strong verbs. Combined with De Vri€addata on 18 century
Dutch from Table 1, Table 2 demonstrates that ef2B6 strong verbs in the
16" century, 57 verbs have either become weak or @fenger in use, since
there are now 179 strong verbs left. The last calgtmows the verbs in each
class that single-handedly have a token frequehegase than 5,000 hits in
the CGNY

Class Types 16" Types20™ Token frequency > 5,000

le-e 59 52 53,458 blijven, kijken, krijgen
2.1:/ay - o 41 38 8,374 -

3.1/e-2 58 50 43,683 vinden, beginnen

4.e-a 12 6 12,545 nemen

5.1/e -a 19 11 48,227 liggen, zitten, geven, lezen
6.a - u: 19 6 8,156 -

7.¢la -i: 28 16 24,690 laten, lopen

Total 236 179 199,133

Table 2: Type and token frequency of strong verbs in 16ih20th century

Table 2 indicates that the first three patterny tvdt between 7% and 14% of
their verbs in four centuries, whereas for the ofbar type frequency went

7 The total number of annotated words in the CG8L8smillion.
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down 43% to 69%. The last three columns show tHatge type frequency
does not necessarily mean that the token frequenaiso high; the second
pattern /i./,Ay/ - /o:/ is the third largest group on type fregoyg but it is in
sixth place for token frequency. The last columaveh that this pattern does
not contain any verbs with a frequency higher th@®0. Therefore, if token
frequency or the frequency of individual verbshis thost important predictor
of pattern productivity, this pattern should nobscvery high. If, however,
type frequency is the most important factor, itiddoscore higher than, for
example, pattern 4 (/e:/-/al). Thus, the diachrolaita above allow us to draw
up hypotheses about the synchronic productivitgtadng verb patterns. This
will be done in the next section.

4. Experimental study on the productivity of Dutsinong
verb patterns

In this study, the question of single- or dual-eoatorphological retrieval is
addressed by investigating whether language usefs &bstracted some sort
of productive schema from the strong patterns gdyconsciously know. If
this is so, the status of the alveolar ‘rule’ dimires: if it is possible to
abstract a pattern from a group of strong verlen ihis just as possible that
this is the way we learn the regular past tensepatThus, it becomes more
likely that all verbs are processed similarly,,ias a schenm.

The productivity of these regular and strong irtftats seems to be
related to type and/or token frequency of the vealterns (Moder 1992;
Maslen et al. 2004). Moder (1992) found that theetfrequency of an ablaut
class is the main factor in its productivity in ance verb task, which
correlates with the diachronic development of thesses. On the basis of
Moder’s finding, we should expect that the mostdpiciive classes are those
that have a large type frequency, and that haveedaverbs since the %6
century (classes 1, 2, 3 and 7, Table 1). Howaf/éoken frequency is the
most important, as proposed by Maslen et al. (2084)expect those verb
groups with the highest token frequencies to bentbst productive (classes
1, 3 and 5). As a third hypothesis, the strict merof the dual-route model
(Pinker 1991) proposes that for nonce verbs, omlgular inflection is
possible; in that case, we expect no productivitstiong classes at all.

8 This position is also defended by, among othehgn@ler & Skousen (1997).
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4.1 Method

For the purpose of the current study, a past-tefisgation task was created
along the lines of the experiment in Moder (199Pprticipants were
presented with Dutch sentences containing one nomgb each. The
sentences were formed in such a way that partitspaeare forced to create a
past tense of the nonce verb.

4.1.1 Participants

Twenty-four speakers of Dutch were tested, rangm@ge from 21 to 89
years. Participants were gathered from differerd ggups to increase the
generalizability of the results. All participantsthe experiment spoke Dutch
as their first language and were kept unawareettin of the test.

4.1.2 Material

The task contained 42 nonce verbs. These wereedreat the basis of the
form of the currently strong inflected verbs regist in theElektronische
Algemene Nederlandse Spraakkuf®307)? In this grammar, all verbs are
listed under their specific sound pattern, nothairt historical class. Here it
was decided to test the productivity of the sevetohcally distinguished
classes in Dutch instead of the patterns, so b®aptoductivity of each class
could be directly compared with the historical apams described above (De
Vriendt, 1965).

For all the strong verbs the token frequency wasioed by using the
Corpus Gesproken Nederlan(004). The result of this search was presented
in Table 2 above. Based on the most type-frequannhglogical shapes in
each class, 6 nonce verbs for each of the 7 clagsescreated according to
the variability within each group. For example,the first classif-ee, /ei/-
/e:l), all verbs have the same vowl; the nonce verbs in this class received
this vowel as well. This vowel is followed byt ar d in more than half of the
verbs in this class. Therefore, two of the six rowuerbs had aand two ad
as coda. The place of the third most frequent ceds shared by andg,
giving the codas for the last two verlbsor the onsets, the same procedure
was followed. The resulting set for the first clagas prijten, lijten, trijgen,

9 version 1.2, based on the 1997 edition ofAtgemene Nederlandse Spraakkuiitdeseryn et al. 1997).

Note that there are some verbs that can be infleoteh strong and weak. If the ANS commented on a
certain verb that the weak inflection is more frext) we did not include this verb.



19(1&2) 121

drijden, berijvenandklijden.10 Classes containing two different vowels in the
present tense, for instance class 2 which incotgsreerbs likevliegenbut
also likeduiken received both kinds of nonce verbs (see appentg total
number of nonce verbs for each class was always six

Next, it was ascertained that the nonce verbs wemdncordance with
Dutch phonotactics and did not occur in any fornthia Dutch language (e.g.
as a noun). Furthermore, it was checked whethé&moags past tense form of
the nonce verbs would not result in an existingdyan the set above, for
which the ablaut was intended to fe#&-/e:/, only klijden would result in an
existing word in Dutchileed ‘carpet’). It might be the case that participants
avoid inflecting a verb in such a way when it résuh an existing word. To
test this, one nonce verb of this type was includeghch of the sets. A list of
all nonce verbs is included in the appendix. Iralto6 nonce verbs were
created: six in each of the seven classes yielihgnd an extra four to use as
training items.

4.1.3 Procedure

Following Moder (1992), the nonce verbs were presgem a simple sentence
frame which had to be completed by the particip@mtsierlined sentences in
Table 3 below).

Presentation sentence Fill-in sentence Response
(intransitive/transitive) (intransitive/transitive) (alveolar/in-class/other)
Tom houdt van splingen.  Gisteren ... hij ook. splingde/splong/...
‘Tom likes to spling.’ ‘Yesterday he ... . splingsglang/...

Tom gaat het huis beraven. Gisteren ... hij het huis ook. beraafde/berief/...

‘Tom is going to rive
the house.’

‘Yesterday he ... the house.’ rived/rovel/...

Table 3: Elicitation procedure for intransitive and trangtverbs (those with a be-prefix)

Four test sentences were used to familiarize thiecyants with hearing and
using nonce verbs. During the test, both the rekearand the participant
were provided with a sheet with the presentationtesees and fill-in

sentences in front of them. The researcher read setence out loud and
wrote down the participant’s answer immediatelgmait was produced. If the

10 The idea of using each phoneme of the verbs asia for analogy was taken from Chapman & Skousen
(2005).
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participant changed his mind, the final answer vek®n into account. The
test sentences were made to be as short as possiideremaining natural.
The participant was asked to reply as quickly asoheshe could. The
experiment lasted approximately 20 minutes.

Responses were counted in the following way. Foheerb, the number
of participants using a regular past tense, thebaurof expected strong past
tense pattern responses (in-class response) angs¢hef non-expected past
tense patterns from another strong set (strong-oésponse) was calculated.
Productivity was operationalized as the percentafgm-class responses in
each class. In this way, only the analogical stitendeach phonological class
pattern is taken into account. However, this measioes not incorporate the
strength of a class outside of its pattern: paodicts can in principle inflect
verbs according to a certain strong pattern evehefe is no phonological
similarity with other verbs in that class. It mighe¢ the case that participants
inflect a nonce verb likerijten not aspretennor asprijtten, which would be
in-class or regular respectively, but @®ten which is a class 2-inflection.
Such ‘out-class responses’ were counted as well.

5. Results

The mean percentage of regular inflection ovel(42F24 = 1,008) items is
60.6%. Participants used a strong inflection fa other 39.4% of the items.
In Table 4, the response distribution per clash®vn. The most productive
classes are classes 1, 3 and 5 (percentage infelggsnses), whereas the
stimuli from class 4 yielded the highest percentaigegular responses.

Class In-class Alveolar Strong - other
leci-€ 44.4 % 40.3 % 15.3 %
2.i:/ay - o 20.8 % 64.6 % 14.6 %
3.1/e-> 31.3% 63.9 % 4.9 %
4.e-a 13.9% 79.2 % 6.9 %
51e-a 34.7 % 53.5 % 11.8 %
6.a - u: 20.1 % 66.7 % 13.2%
7. ¢la: -i: 20.1 % 57.6 % 22.2 %
Mean 26.4 % 60.6% 13.0%

Table 4: Responses on each class split out for in-clagepkdr and other (percentages)
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Table 4 above displays how many verbs follow thitepa we intended them
to be in, by using the most frequent phonologiedtgrns for the stimuli. It is

interesting to see whether there are verbs thatoi@onform to this pattern,
but instead follow a different inflection. TheredorTable 5 shows the
percentages of the total productivity of each patt€learly, after the regular
type, the first class is still the most productipattern now, followed by

classes 3 and 5. Class 7 is more productive whsponses from other class-
sets are taken into account: the raw numbers shatwiith a difference of

one, more ‘non-class verbs’ follow class 7 tharlass verbs (i.e., those with
the right phonological pattern). Since all noncebsewere intended for

specific strong classes, the row with regular raspe in Table 5 contains
only ‘out-class verbs’.

Pattern In-class Out-class Total Per centage

Regular n.a. 611 611 60.6%

Strong lsi-€e 64 18 82 8.1%
2.1:/ay - 0: 30 24 54 5.4%
3.1/e-> 45 24 69 6.8%
4.e-a 20 15 35 3.5%
51e-a 50 15 65 6.4%
6.a -u: 28 5 33 3.3%
7. ¢la: -i: 29 30 59 5.9%

Table5: Responses across all patterns.

To answer the question of how these results ceoersléh the frequencies of
the strong verb classes and the diachronic dataeTgashows the classes in
order of their productivity (in-class responses)|oived by their class size
and token frequency. The last column shows whiaksgs were productive in
the 16" century according to De Vriendt (1965).
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Ablaut class Proportion Type Token 16™ century
in-class frequency  frequencyll productive

lsi-€ 0.44 52 7,299 +

5.1€-a 0.35 11 7,606 -

3.1/e-> 0.31 46 8,503 +

2.1:/ay - 0: 0.21 38 1,267 +

7. ¢la: - i 0.20 11 1,209 +

6. a - u: 0.19 6 1,679 -

4.e-a 0.14 6 990 -

Table6: Classes in order of their productivity with freqeg data

At first glance, it looks like there is a relatimetween the productivity of
each pattern and its type frequency, although &akses not fit as neatly into
this proposition as the other classes: it is treos@-most productive pattern
but has only 11 members in the ANS-corpus. Siganite testing shows that
measured over all classes, the correlation betweeductivity and type

frequency is non-significant: = 0.654 withp = 0.110 (two-tailed). The

correlation between in-class productivity and tokesguency is significant,

however:r = 0.877 withp = 0.010 (two-tailed).

Finally, the hypothesis was posed that there wdudd a difference
between the verbs that result in an existing wdrdhey were inflected
according to the expected strong past tense pdkigden-kleed ruiven-roof
rinden-rond stemen-stangeten-gattraven-troef vlazen-vliey and the items
that would not have this feature. Table 7 showsithelass responses, the
regular (alveolar) and other responses for botlkiof nonce verbs. On the
surface, it looks as if the distribution of respesiss similar for the two types.
A chi-square analysis reveals that there is noifgignt difference §* [2] =
1.03,p = 0.59, two-tailed).

11 The class sizes and frequencies are based oriténeation patterns that were included in the teshs
for each class; therefore, the numbers deviate ftmse in Table 2. From class 7, three infrequeseb
form vowels were not taken up in the test item§ (la/ and /o:/). Including only the/a:-i: alternations
meant excluding the forms viel, riep, wies, liefisTadjustment makes a large difference for thernok
frequency, as the total including these forms @93,
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In-class Alveolar Strong-other Total
Non-existing product 215 496 111 822
Existing form product 51 115 20 186
Total 266 611 131 1,008

Table 7: Responses (raw numbers) split out for existingraomtexisting products.

6. Discussion

First of all, our study replicates Moder’s findilnd 61% alveolar inflection

for nonce verbs: we found that 60.6% of all itemsrevinflected regularly.

However, contrary to the conclusion in Moder (199R)s study finds that
token frequency (the overall frequency of a pajteorrelates more strongly
with productivity of the patterns than type freqagr(the number of verbs
following a pattern). This conforms to the theosfehded by Maslen et al.
(2004). Recall that if productivity followed tokefrequency, the most
productive patterns should be those of classesahd35. This is indeed the
case (cf. Table 5).

Moder writes that “the only factor which varied mifgcantly with
productivity was the applicability of the patterfI992: 189). We find that for
Dutch strong verb patterns, token frequency isiafuand that it does not
matter how large the class is for the pattern t@tweluctive. With a small
type frequency (small class) and a large tokenuiaqy (verbs occur often),
the productivity is nearly as high as with a latgpe and a smaller token
frequency. This can be seen in the top rows ofd &blepeated here:

Ablaut class Proportion Type Token 16™ century
in-class frequency frequency productive

lei-e 0.44 52 7,299 +

51€ -a 0.35 11 7,606 -

As can be seen in the last column, the connecteiwden productivity and
historical change is impeded by the high positibrelass 5. Recall that the
classes that have gained verbs over time are slass®, 3 and 7. The
productivity of the class 5-pattern is unexpectethat sense, but not if token
frequency is taken as the crucial factor.

The findings in this paper thus argue for strongtpiense pattern
productivity to be dependent on the overall (tokeagjuency of this pattern.
This is reminiscent of Langacker’'s concept of ¢imérenchment of language
structures (1987: 59) — basically, the idea thedqdent word forms are more
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easily activated than less frequent ones, which lates coupled with the
productivity of those same language structures @smiio 2003; Goldberg
2005). Tomasello proposes that frequently occumimogd forms constrain the
possible outcomes of what a child can abstract ashe@ma (2003: 321).
Turning this reasoning around, schemas must bedbase frequently
occurring word forms. Recall that Maslen et al.2Dargue that as soon as
the child has more alveolar past tense types ttiangspast tense verbs, s/he
starts overgeneralizing the alveolar past tensstrting verbs. However, it
cannot be the case that only type frequency trgggevductive schemas, since
class 5 with its low type frequency and high tokesguency is also very
productive.

It is clear that of all classes, the regular clesshe most productive
pattern, which is claimed to consist of many typ#th a low token frequency
(i.e. De Vriendt, 1965). It would be interestingstee whether its overall token
frequency is higher than that of the strong pasiehowever; does the 60%
regular nonce verb inflection correspond to theetoikequencies in Dutch? If
this is so, we would have another motive to takeemofrequency as the
crucial factor. However, pattern productivity migalso be caused by an
interplay between type and token frequency. Furtksearch is needed to
confirm this.

Because both the regular and the strong patterasparductive, the
patterns with a high token frequency mostly sohksitong and regular past
tense inflections must be entrenched schemas #mbecome active for a
new form. Using Langacker’s concept of entrenchimtre findings in this
paper argue for the idea that a ‘pattern tre¥aten be ‘dug’ by many verbs —
either regular or strong — with a lower frequensyell as by a small number
of verbs with a high frequency. This is visualizedrigure 1 below.
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Figure 1. Entrenched patterns based on verb frequency.

12 he concept of language experience digging holeishwcan attract other words if deep enough isrtake
from Lise Menn at a presentation by Menn & Boerg2G08).
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The first trench above is dug by all the verbs tiate an alveolar past tense
form. The second is slightly smaller, dug by stroregbs with ¢i/ - /e:/
inflection, namely the verbs in class 1. The thiehch is dug by verbs from
class 5.

What remains unclear is whether the method meagproductivity used
in this study is really based on accessing abspaitérns. Since nonce verbs
are by definition not stored, the two possibilitiesnain that the past tense
patterns that were used by the participants wéheraccessed through direct
analogy to verbs that are in the lexicon, or thiomgore abstract schemas
(‘trenches’). Either way, | hope to have shown héed the frequency of the
verbs involved is crucial in accessing the patteam&l that both the strong
and the regular pattern can be accessed by thersact@nism.

7. Conclusion

The nonce verb inflection experiment reported is haper conforms to the
findings of earlier studies (Bybee & Slobin, 1982oder, 1992; Ramscar,
2002) that not only the regular past tense inftecis capable of attracting
new forms, but that the strong past tense inflestiare productive as well. It
seems that participants choose the most likelgatithn of the nonce verbs on
the basis of frequency information and form analogy they use associative
strategies for both weak and strong inflection.

Further research should establish whether the pexge of regular
inflection conforms to the distribution of regulpast tense inflection in
Dutch. Furthermore, it might be necessary to rapti¢his study to check for
possible biases in participants’ preferences aimtugis items. Despite these
caveats, | hope this study has shown that the esimglte approach to
morphological processing is better able to expthm phenomenon than the
idea of separate processing of weak and strongsform
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Appendix

Table A 1: List of test (nonce) verbs

Class

Test items

Corresponding

Examples Intransitiveverbs | Transitive | EXisting | test sentences
verb past

1. blijven, prijten, lijten, berijven Klijden 11, 23,30, 40, 5,
g -€e rijden trijgen, drijden 16
2. pluizen, plieden, prieten, bepluiken | ruiven 10, 17, 33, 43,
i:/ay - 0. | gieten pluiten, struiven 29, 39
3. zingen, klingen, schrinnen,| berinken rinden 6, 15, 25, 35, 13,
1/e-d smelten | welten, schergen 22
4, breken, spremen, neken, | berelen stemen 9, 18, 31, 42, 46,
e-a nemen premen, prelen 34
5. zitten, bitten, geden, bereten geten 14, 21, 28, 45,
1/e -a meten pritten, preten 36, 7
6. dragen, tragen, kraven, beraven traven 8, 20, 26, 38, 41,
a - u graven javen, nagen 44
7. zwerven, | splerven, terven, | beperven | vlazen 12, 24, 32, 37,
ela: -i: blazen gerven, plazen 19, 27

Table A2: Responses split out over class-items (raw numbers)

Class In-class Strong-other Alveolar
lei-€ 664 22 58
2.i:/ay - 0: 30 21 93
3.1/e-d 45 7 92
4.e -a 20 10 114
51€-a 50 17 77
6.a -u: 28 19 96
7.e-1i: 29 32 83
Total 267 128 613

Test sentences can be obtained by emailing therauth
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